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A CLASS OF GENERALIZED HYPERGEOMETRIC 
FUNCTIONS IN SEVERAL VARIABLES 

ZHIMIN YAN 

ABSTRACT. We study a class of generalized hypergeometric functions in several 
variables introduced by A. Korânyi. It is shown that the generalized Gaussian hyper­
geometric function is the unique solution of a system partial differential equations. 
Analogues of some classical results such as Kummer relations and Euler integral 
representations are established. Asymptotic behavior of generalized hypergeometric 
functions is obtained which includes some known estimates. 

0. Introduction. In the case of positive definite matrices, generalized hypergeo­
metric functions (with a definition based on Laplace transforms) were introduced by 
C. Herz [5], and their series expansion is due to A. Constantine [1]. Further properties 
and applications in statistics were given by A. James and R. Muirhead [11]. The case of 
positive Hermitian or quaternion matrices was studied by K. Gross and D. Richards [4]. 
Generalized hypergeometric functions associated with arbitrary symmetric cones were 
considered by J. Faraut and A. Korânyi [3]. A more general class of hypergeometric 
functions was introduced by A. Korânyi [7]. In this paper we shall study that class of 
generalized hypergeometric functions. 

In §2 we prove that 2f] \a, b\ c; * i , . . . , xr) is the unique solution of the system of the 
partial differential equations 

xt(l -*,-)—T + \c- ~(r- 1 ) - fl + 6 + 1 - - ( r - l ) k + - 2_, h ~ 
dxf [ 2 L 2 J IjJCjji xt-Xj jdxt 

( 1 ) d sr Xj(l-Xj)BF u r . 
— - 2 ^ = abF i= 1 , . . . , r 

2 j=\,rfi Xt~Xj dXj 

subject to the conditions that 
(a) F is a symmetric function of x\,..., xr and 
(b) F is analytic at x\ = • • • = xr = 0 and F(0) = 1 
(1) is a generalization of the classical hypergeometric equation. This result was 

claimed in [7], but the proof was incomplete. 
In §3 we obtain some analogues of classical results about hypergeometric functions 

and, in particular, establish integral representations of the generalized hypergeometric 
functions. In §4 we obtain the asymptotic behavior of j / ^ . As an application, we get 
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1318 ZHIMIN YAN 

the generalized Rudin-Forelli inequalities in function theory on a bounded symmetric 

domain, which are due to J. Faraut and A. Korânyi for 2F
<f\a^ b\c\t\,..., tr) with some 

special a, b and c [2]. Our results also include, in a unified way, the estimates obtained 

by J. Mitchell and G. Sampson [9], [10]. 

Some other results are announced in [13]. 

1. Notation, definitions and basic facts. A partition is any finite or infinite se­

quence 

(2) K = (k\,k2,.. .,kn . . •) 

of non-negative integers in decreasing order k\ > k2 > • • • > kr > • • • containing 

only finitely many non-zero terms. The non-zero k[ in (2) are called the parts of AÏ. The 

number of parts is called the length of AÏ, denoted by /(AÏ); and the sum of the parts is 

the weight of AÏ, denoted by \K\ = k\ + k2 + • • • + k^Ky When /(AÏ) < r, we simply write 

AÏ as K = (fci , . . . , kr). We say that AÏ is a partition of k if \n\ = k. For a partition AÏ, 

hereafter, we use k to denote |AÎ|. The partitions of k are ordered lexicographically, that 

is, if K = (k\, &2, • • • ), A = (/i, / 2 , . . . ), we write AÏ > A if &,• > // for the first index / for 

which the parts are unequal. Let y\,..., yr be r variables; if K > A and /(/;), /(A) < r, we 

say that the monomial y\] • • • ̂  is of higher weight than the monomial ylJ • • • yl
r
r. 

For a partition AÏ, we define its diagram by 

G(«) = {(i,7): 1 < i < / ( « ) , l < . /<* , •} 

If A, AÏ are partitions, then we write A Ç AÏ if À; < k[ for all /. If A Ç AÏ, then AÏ/A is 

defined to be the difference AÏ — A of diagrams. 

For each jj= 1, 2 , . . . , kt, let 

fej = max{/ | (i,j)e G(K)}. 

For 5* = (ij) G G(AC), and a parameter a, let 

a(s) = ki -j 

l(s) = k'j - i 

h*K(s) = l(s) + (1 + a(s))a 

h*(s) = l(s)+ 1 +a(s)a 

We simply write s G AÏ instead of s G G(AÏ). 

Let Ar be the vector space of symmetric polynomials in x\,..., xr, pk = EJ=i tf and 

P* - P^ ' ' 'Pkl(K)\ then {PK, for all AÏ} forms a basis of / \ r . For each a > 0, one defines 

an inner product on /\r by 

(P K ,P A ) a = « ^ a / ( K ) 

where zK = ( lm '2m 2 • • • )rai \m2\- - - and ray = the number of &; which are equal toy. Let 

JK(y\,..., yr\ a) be the Jack polynomial indexed by the partition AÏ and parameter a. The 
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GENERALIZED HYPERGEOMETRIC FUNCTIONS IN SEVERAL VARIABLES 1319 

JK are gotten by orthogonalizing the monomial symmetric polynomials with respect to 
(, ) a . Notations are as in [8], [12]. 

The following results about Jack polynomials are known. See [12]. 
(i) 7 « ( y 1 , . . . , W a ) = 0 i f / (« )> r . 

(ii) JK(>i,..., yr; a) = JK(yu..., yn 0; a) 
(iii) (yi + • • -+yr)

k = £ aKk\JK(yh ...,yr\ a)j~l 

(iv) 7 K (1 , . . . , 1; a) = E ^ e ^ r - ( / - l) + a ( / - 1)) 
(v) Let ^««(ar) = Use* h*(s); then, z/KK(a)y^ • • -y^r is the term of the highest weight in 

JK(y\,...,yr'9a). 
(vi) /«(yi , . . . , yr\ a) is an eigenfunction of the differential operator 

r A2 ? r r v2 A 

(3) ^ E r f ^ + l s E ^ A 
^37 « ^ l ^ i , ^ - ^ - » ^ / 

with the eigenvalue /x« = pre + fc(^r - 1), where pK = £r=1 fc,-(fe - ^/)» if K*>) < r. 
(vii) jK = (J„JK) = Use. K(sWK(s) 

One defines, for a partition K and a positive number d, 

Cf(y , , . . .,3V) = (2/d)kk\JK(yu.. .,yr;2/d)j-\ 

DEFINITION. For « i , . . . , ap, b\,..., bq G C, such that (bj)K ^ 0, for all K, j , the 
hypergeometric functions associated with the parameter d > 0 are defined by 

(4) pF%\a i...,ap;bi,...,bq;yu...,yr) 

= EE 
( ^ • • • ( ^ C ^ , . . . , ^ ) 

where E« denotes the summation over all partitions of &, 

(fl)« = n ( f l - ( / - l)d/2)ki 

and 

(a)m = a(a + 1) • • • (<z + m — 1), (<z)o = 1. 

REMARK 1. From (i), we have C^{y\,..., yr) = 0 for /c with /(«) > r; therefore the 
summation in (4) is only over those partitions with length not greater than r. 

REMARK 2. Let Y be an r x r symmetric matrix with latent roots y\,..., yr\ then it is 
known that the zonal polynomial CK(Y) of Y corresponding to a partition ft, defined in 
[11], is equal to C[])(Y). 

Throughout this paper, we denote (y\,..., yr) by Yr or simply by Y whenever no 
confusion is caused. 
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2. Partial differential equations for hypergeometric functions. It is well known 

that the classical Gaussian hypergeometric function 2/1 (#? b; c\ z) is the unique solution 

of the second order differential equation 

z(l-z)C^+[c-(a + b+l)z]f = abf 
dzl dz 

subject to the conditions that 

(a) / is analytic at 0 

( b ) / ( 0 ) = l 
For the hypergeometric functions of a real matrix argument, a generalization of this 

classical result was given by Muirhead [11]. A more general result is the following 

(cf [7]): 

THEOREM 2.1. 2 M ( û , è , c j i , . . .,yr)is the unique solution of the system of r partial 

differential equations 

d2F [ d, 
y.-a-y.-hrT + k — ^ - i ) - fl+*+l-|(r-l) 

d ' yi{\-yi)\dF 

2j=\.#i yi-yj Idyi 

d ' yj(l-yj)dF . 
- } _ , — =abF j = l , . . . , r 
2 J = i j y ; yt-yj dyj 

(5) 
subject to the conditions that 

(a) F is a symmetric function ofy\ ,...,yr and 

(b) F is analytic at yi = • • • = yr = 0 and F(0) = 1. 

The remainder of this section is devoted to the proof of Theorem 2.1. Our proof 
follows closely that of Muirhead with some modification and clarification. 

Let 

(6) àr = Y,yt^2+d± t 
,-=i dyf i=\j=ij^yi-yjdyi 

(7) 6r = 22y>Ti + d22 z2 —̂ 

,=i dyf ^ipij^yi-yjàyi 

(8) Er = ±yi^-
t dyi 
r d 

(9) er = E r 
For simplicity, we denote (y\,..., yr) and ( 1 , . . . , 1) G R r by Yr and Ir respectively. 

We define the generalized binomial coefficients by 

rim cff(/,+ rr) * v (K, c^\Yr) 

where k = l/d, r > /(/c). 
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REMARK. We note that the generalized binomial coefficients depend on r by the 
definition. But in the case of symmetric cones, one can readily show that they are 
independent of r. In the following, we prove that it is still true for some special generalized 
binomial coefficients. We expect such a result in the general case. 

For a partition K = (k\,..., kr) of &, r > /(/c), let 

» . : (A4 , . . . , Ki—\, Ki + I , AC/+1, . . . , Kr) 

^( r ) = W ? • • • ? ki—\i h ~ 1 ? ki+l i • • • -> kr) 

whenever these are partitions of k+1 and k—l respectively. Since we can also write K as 
(fci,..., kn 0), /^r) depends on r. But when r > l(hv) + 1, tép = /^ / ( K ) + 1 ) , then, we simply 
write Ki instead of K(f\ It is easy to see that Kl

(r) does not depend on r, thus, we omit the 
subscript r. 

As a consequence of (vi) in § 1, we have 

LEMMA 2.2. 

ArC<K
d\Yr) = [p,+k(dr- l)]C^(Fr) 

The following two lemmas can be proved in the same way as in [11]. 

LEMMA 2.3. For K with /(/c) < r, 

(11) 

(12) 

6r 

CJd)(Yr) 

C[d\lr) 
^ - l + - ( r - 0 

Clf(IV) 

cH>(/r)' 

LEMMA 2.4. For K vw'tfi /(K) < r, 

(13) 

(14) 

(15) * / - | ( « - l ) " ^ ( / r ) 

= (*+D pK + -/c(r+l) c ^ C U 

PROPOSITION 2.5. The function 2F
<f\a, b',c;y\,...,yr) satisfies the differential equa­

tion 

(16) <5rF-ArF + \c-^(r- 1)1 e rF-c - - ( . - D fl + ft+l--(r-l) £ r F = rafrF. 
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PROOF. Let 

F(Yr) = YJoc^\Yr) 

Substituting the series into (16), applying Lemma 2.3 and equating the coefficients of 

C^\Yr) on both sides, we can see that if for all K, aK satisfies 

/ K{r) x 

a?) £( ; )r 
c + ki--(i-l) &%Vr)<XK« 

rab + k(a + b) + pK + -k(r + 1) C%\lr)aK 

then F(Yr) satisfies (16). 

Now, it suffices to show that 

a* = 
(c)Kk\ 

is a solution of (17). We note that (a)K(r) = (a)K[a + k( — | ( i — 1)]. 

The problem is reduced to showing that 

«<r>-
(I») n< )r 

a + ki--(i-l) b + ki--(i-l) Ctdr) 

= (k + \)\rab + pK+ka + kb + -k(r + 1) \^\lr). 

This is an immediate consequence of Lemma 2.4. 
In the following, for simplicity, 1 stands for the partition ( 1,0,..., 0) in the subscripts 

when partitions are involved. 

LEMMA 2.7. Ifn is a partition ofk, then, for all r > 1(K), and i = 1 , . . . , r, 

(19) 
/K ,-(/rn)V« , /"1 JAW 

where GK
aT = gKJ~lj~{ and fm = (JaJT,JK)-

PROOF. Let X = (x\,..., xr), by Proposition 4.2 in [12], we have 

Uxu...,xnxr+l) = J2MX;2/d)(Y,j-lg:aJa(xr+û2/d))j;1 

v ^ a ' 

= JK(X;2/d)+ \ZjJjïl&iJAK2/d)]x„i +P(X,xr+l)4+ 

where P(X, xr+\ ) is a polynomial of JCI , . . . , xn xr+\. 

Then, using (12) and §1 (ii), we have 

Jnilr+ùY^y i ) r J . t -rTr " = Cr+lJniXiXr+l) \xr+]=0 /r+{JAIr+l) 

= W/r)Ç(J)^+Ç^^W 
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Hence 

LEMMA 2.8. Suppose /(/€) = n, then 

(20) C») r
 = G £"i , 

for all r > n. 

PROOF. Since l(n) = n, K = (k\,..., £„), &n > 1, by (19) and §l(iv), we only have to 
prove that 

For a partition À of length < n, let raA be the symmetric polynomial 

mAOi,...,xn) = X>°'. 

The summation is over all distinct permutations a of À = (Ai, . . . , À„). 
On the one hand, § 1 (v) gives 

UXn+In) = VKK{(XX + 1)*» ...(*„ + 1)*- + . " ) + . . . 

= terms of degree k + terms of degree k—\ 

+ terms of lower degree 

= I + II + III. 

In II, the term of highest weight is knvKK^ • • - J^" - 1 . 

On the other hand, by definition and (iv) in § 1 

s=0a,\(T\=s JaVn) 

and 
Uln) . ( h n 2 

— — = l + (kn- 1)- . 

Equating the coefficients of JKn(Xn) and applying §1 (v), we get 
vKK(2/d) _(K) r _ 2i 

Now it is enough to show that 

(2/d) vKKy a) _ / 
vK»Kn(2 d) L rfJ 
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Theorem 6.1 in [12] gives 

where AKKn(s) is defined to be hf(s), if K/Kn does not contain an element in the same 
column as s, h^n(s), otherwise; and BKKn(s) is defined to be h^(s), if n jnn does not contain 
an element in the same column as s, h*(s), otherwise. 

A direct computation yields 

Hence, by §1 (v), we have 

& , [ l + ( * „ - l ) ; j ] 
n ^ / l f M VKnKn{2/d) 

finishing the proof. 
Let N(k) denote the number of partitions of k. When K runs over all partitions of k, 

«/, i = 1 , . . . , 1(K) + 1, run over all partitions of (fc + 1). We note that 2N(k) > N(k + 1). 
Forn >k+ 1, let 

We consider the system of linear equations 

i (21) 

where the JCA are independent variables indexed by partitions of k + 1, K runs over all 
partitions of k, and aK, bK are given constants. 

LEMMA 2.9. The 2N(k) x 7V(& +1 ) matrix formed from the coefficients of the left hand 
side of (21) has rank N(k +1). 

PROOF. Let A(l) < A(2) < • • • < \{N(k + 1)) and Xj = JCA(/> where X(j) is a partition 
of k + 1. In the following, we want to produce a system of linear equations which is 
equivalent to (21) and whose coefficient matrix has the form 

\ lex * * * 
0 ci * * 
0 0 C3 • * 

0 0 0 • ' cN(k+\) 

\ * * * * / 

with 9 ^ 0 , 7 = l, . . . ,#(ifc+l). 
For each j , j = 1 , . . . , N(k +1), there are two possible cases for X(j). 
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CASE 1. 

A(T) = ( / i , . . . , / , - i , 1,0,...,0). 

Set 

then 

« = (/i , . . . ,fc_i,0,. . . ,0.) 

«, = ( / ! , . . . , t _ ! , l , 0 , . . . , 0 ) = A(/). 

Since Kf is not a partition for i > s, £/ G^*^. = <3« becomes 

(22) Cfr+E^'A5^ 

Set c/ = GK
K\, then c7- is positive. 

Now we can write (22) as 

m>j 

by observing that X(j) = KS < KS^\ < • • • < K\. SO there is nothing to change; they-th 
equation is already "triangular". 

CASE 2. 

A(/) = ( / i , . . . , / , - i , / „0 , . . . ,0 ) 

« = ( / i , . . . , / j - i , t - 1,0, . . . , 0 ) . 

Ks+l = ( / i , . . . , t _ i , t - 1,1,0,...,0) = A(/ ' - l ) 

«, = (/ i , . . . , / ,-! , /„ 0 , . . . ,0) = A(/). 

From (21), we have two equations 
(a) G ^ ^ + 1 + G«\xKs + E,-o G***,. = aK 

(b) //(«, «, K5+ifcs+l + H(n, /c, /c5)*«, + E/<5#(w, «, «!>«,• = bK. 
By Lemma 2.8 and §1 (iv) 

with ls > 2. Let 

Then 

{ _ JKS+1 Un) ^ns+l _ t 

MIn) 
H(n, K, %,) = ̂ f f G^1 = (« - *)&' 

(n-s+\)+-(ls-l) a 
G:\-

In the system of equations formed by (a) and (b) we can equivalently replace (b) by 
the following equation 

i<s 
f 1 + -(ls - l)WK\xK, + ]T[//(n, it, it,) - (n - s)G* ]*„, =bK-(n- s)aK 
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Let q•• = [1 + l(ls — l)]G^p then q > 0, we can write the above equation as 

m>j 

Thus we have proved the lemma. 

LEMMA 2.10. If a sequence {AK } indexed by all partitions satisfies 

*Ati(A+l+r) 

™ CO Î & 
(k + 1 + r)ab + pK + k(a + b) + -k(k + r + 2) 

2(fc+l) 

/or all positive integer r>2, then {AK} is uniquely determined by AQ. 

PROOF. Applying Lemma 2.7, we have 

(24) T(Ki) JK'(h+l) + rGK'} 

d 1 
(k + 1 + r)ab + p« + £(tf + fr) + -&(& + r + 2) AK 2(fc+l)l 

for all r > 1. Equating coefficients of r on both sides of (24) gives 

(25) Ç G ^ = 2 ^ ( ^ + ^ K 
and equating constant terms gives 

(26) E ( K ' ' ) , . , M ^ A K . . = ^-y / ((/tt l)"-'-2(ikTij[(* + 1) f l* + ̂  + « û + « + f ^ + 2 ) l A -

By Lemma 2.9, we see that AK is uniquely determined by Ao-

THEOREM 2.11. There exists a unique sequence {cxK} indexed by all partitions with 
ao = 1 swc/z that for r = 2, 3 , . . . 

(27) 

satisfies 

Fr(yu...,yr) = Y;aKC<
K

d)(yu...,yr) 

(28) ôrF-ArF + \c- - ( r - l ) ] e r F - [a + Z? + 1 - ^ ( r - 1)1 £ r F = rabF. 

Moreover, aK = ^ ¥ T K 

REMARK. By §1 (i), we know that the summation in (27) is only over the partitions 
with /(/c) < r. 
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PROOF. Let aK = {a^b^; then Proposition 2.5 shows that for r = 2 , 3 , . . . , 

E K a«C<?W. . ,>v) satisfies (28). 
Next, suppose that {aK} is such a sequence. From the proof of Proposition 2.5, we 

see that for all K, all r > 1(K) + 1 

d. d. 
£ ( *'' )r [c + k - - ( / - 1 )] dg(Ir)aKl = [rob + k(a + b) + pK + -k(r + 1 )]Ôf(Ir)aK. 

Let aK = jg- ; then the above becomes 

(29) E("'")tf )Vr)0Kl Arab + k(a + b) + pK + U(r+ l)]c<K
d\lr)f3K. 

i K r L Z J 

Since C^(yu • • . , * ) = (±fk\JK(yu .. .,yr;2/d)j-\ we have 

(30) E ( : a ^ / W --^^ab + ̂ +kia + b ) ^ ^ . 

By Lemma 2.10, /3J~l is uniquely determined by /3(0}/(~oj, therefore aK is uniquely 
determined by a(o). 

The following theorem can be proved in the same way as the case d- 1 in [11]. 

THEOREM 2.12. There exists a unique function F which satisfies the system of r 
partial differential equations * 

J 2 I 

y * l - y ^ + {c - ^ ( r - 1) - [a + *+ 1 - ^ ( r - l)]v; 

(31) + .é M L^j^_.éMi^aF=^ 

i = 1 , . . . , r, subject to the conditions that 
(a) F is a symmetric function ofy\,..., yr and 
(b) F is analytic aty\ = • • • = yr = 0 and F(0) = 1. 

THEOREM 2.13. There exists a unique sequence {AK} with A(0) = 1 such that 
Fr(yi,..., yr) = EK A^C^iyx, • •., yr) satisfies (31) for r = 2, 3 , . . . . Moreover, AK = 

(c)Kk\ ' 

PROOF. If such a sequence {AK} exists, then AK = f̂fifc!* s m c e m e s u m °f m e r 

partial differential equations of (31) is (28). 
Therefore, we only need to establish the existence of {AK}. By Theorem 2.12 , there 

exist Fn and Fn+\ which are solutions of (27) subject to (a) and (b) for r = n and r = n+\ 
respectively. Then, we have 

Fn(yu-. • ,yn) = J2BKCid)(yu . . . ,yn), Z(/c) < n, 
ft 

Fn+i(yi,.. .,3Wi) = £ AeC^Cyi,. • -<>Wi), /(«) < « + 1. 
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Now it is enough to show that BK = DK, if /(*;) < n. 

Let 

Gn(y\, • • •, yn) = Fn+\ (y\, • • •, yn, 0). 

We note that 

— — ( y i , . . . 7 y „ , 0 ) = - — ( y i , . . . , y n ) , 1 < i < n 
dyt dyt 

d2Fn+l d2Gn 

ay dyf 
For / = 1 . . . . . n, we have 

# ( 1 - ^ ) 
a 2 / w i f d 

a^ ̂
+ i c - 2 r t " a + fr + 1 n 

2 
?! 

+ J « y , ( l - y , ) | rfy,-(l-y»)H^/»+i 

2i/=iJyl- v/-y7- 2 y / - y „ + i J ay/ 

J " yj(l - yj) dFn+{ dyn+\(l - yn+\) dFn+l 
- ~ JL ^ ~ -abtnJ,\. 1 i^tfi yt-yj dyj 2 y ; - y n + i dyn+{ 

Suppose yj ^ 0J = 1 , . . . , n, let yn+\ —> 0. We have 

v / ( l - y / ) * + 1 ( y i , . . . , y „ , 0 ) + c - - n - \a + b+ 1 - -wjy/ 

d » y»( l -y«) , <*„ x W + i , m 

(32) 

2,= l j y / yi — » 2 ' J ay,-

J A y , ( l - y ; ) a F n + i 
x E i ( y i , . . . , y n , 0 ) = ^ F n + i ( y i , . . . , y n , 0 ) . 
2 7 = l j y / y,--35 dyj 

This is true for all y/ ^ y7,1,7 = 1 , . . . , n. (32) says that Gn(y\,..., yn) is a solution of 

(31) for r = n with G n ( 0 , . . . , 0) = 1. By the uniqueness statement of Theorem 2.12, we 

have 

G„(y i , . . . , y n ) = F n ( j i , . . . , y „ ) . 

So BK = DK for all «, /(«) < n. 

As a corollary of Theorem 2.13, we have Theorem 2.1 . 

3. Generalized hypergeometric functions and their integral representations. In 

this section, we shall establish some properties of generalized hypergeometric functions 

and their integral representations. 

Two special cases of the hypergeometric functions are given in the next proposition. 

PROPOSITION 3.1. We have 

(33) 

(34) 

0 < ) ( y l 7 . . . , y r ) = ^ - ^ 

lF<0
d\a;yu...,yr) = fl(l-yir

a 

i=\ 
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PROOF. (33) follows from the définition and (iii) in § 1. 
Let b = c = 1 + f (r - 1) in (5). Since both xF^{a\yx, • • •,3V) and n ^ O - yt)~a 

satisfy (5), (34) follows from the uniqueness of the solution of (5). 
Similarly we can establish analogues of the classical Kummer relations. 

PROPOSITION 3.2. We have 

2F
<

]
d\a1b;c;yh...,yr) 

(35) = Ed -*rVf W - *;c; -j11-, •.., -j^—) 
;_i V 1 — Vl 1 — VrJ 
i=\ 

(36) = l i d -yiy-a-b
2F<f\c-a,c-b;c;yu . . . , vr) 

i=\ 

The remainder of this section is to establish integral representations for the generalized 
hypergeometric functions. 

For a\,..., ap, b\,..., bq G C, such that (bj)K / 0 for all KJ, we define 

prfd\au • • •, ap\ bx,..., bq\ x\,..., xr \ yx,..., yr) 

(37) = £ 
(ai)K • • • (ap)K C?(Xl ,...,xr) CW(yi,..., yr) 

?(bi)K--(bq)K k\ c £ ° ( l , . . . , l ) 

REMARK. When r - 1, J*d\a\,...,ap;b\,...,bq;x | y) becomes the classical 
hypergeometric function ^(tf i , . . . , ap\ b\,..., bq\ xy), in particular, Q7^\x \ y) = e^ 
mdl^

d\a',x\y) = (l-xyra. 
In the following, we simply denote Ui<i<j<r \*i — Xj\d dx\ • • • dxr by dV(X, d, r). 
The following conjecture of Macdonald has been proved in [6]. 

fQ • • • jf1 7K(X; 2 / ^ f l ^ - 1 fj(l - x ^ " 1 <*V(X, J7 r) 

T(ki +a+Ur- i))T(b + f ( r - i»r(fi + 1) 
(38) =7 K ( / r ; 2 / J )n 

t i nfe + « + & + § (2r - / - i))r(f +1) 
We define, for every s = (s\,..., sr), 

(39) Tds) = (27r)^diir(si-(i-i)ïy 

For s = ( s , . . . , s), we write r^(^) instead of r ( ( s , . . . , s)). We also define 

(40) C 0 = ( 2 ^ ) ^ n ^ ^ ? 

,=i 1 (J 2 + *) 

(41) q0=\ + ^(r-l). 
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PROPOSITION 3.3. Ifp < q+\, we have, for ap+\ > \{r- \\bq+\ —ap+\ > f ( r - 1), 

xrflxiax,...,ap+\;b\,..., bq+\; Y) = c0-
r</(frg+i)  

7 * 1 J(<V1 )1 </(A?+l — <V1 ) 

J^-^p^(au...,ap9bu^^bq;X\Y) 

(42) • n ^ + i ^ ° I K 1 - ^ ) v , " v i ^ ° n |JC/—jc7-i
rfrfxi• • -Jx,. 

/=1 i=\ 1 </</< r 

PROOF. (38) implies that the integral on the right side in (42) is equal to 

\ (*i)„ • • • (*,), *! •/<> io c^\l) WXl i ! ° *'> rfV(X *r ) 

= £ 
( ^ • • • ( ^ C ^ F ) 

^ ( * i ) « • • • ( & * ) * k l 

r r (fc f+ f l p + 1- f ( r - l ) + f ( r - i ) ) r ( V i - < y i - f ( r - 1) + f (r - Q)r(f i + 1) 

T(ki + V i " ( ' - D<* + f ( 2 r - / - l ) ) r ( | + 1) i=l i W f ^+1 — V̂  — i;« I" 2 ^ r — l ~ v>>v V2 

= E 
(a\)K---{ap)Ke«\Y) 

t{bx)K---{bq)K k\ 

' nki+aP+l - jd- l ) ) r ( V , - aP+i - j(i - l » r ( f i+ 1) 

' i t r(fc/ + V i - f ( « - i ) ) r ( f + i) 
From (39) and (40) we have 

L '''J0prfn(«u-.-,ap;bu...,bq-,X\Y) 

• n A p + x qo r i ( i - xi)bq+x ~ap+]~q°dv^ ^ r) 
i=\ i=\ 

= JL. r (a p + 1 - f (i - i ) ) r ( V ! - ap+x - f (i - i » r ( f i + 1 ) 
f=i r(Vi-fO'-i))nf + D 

- * Td(aP+\Wd(bq+\ -ap+\) - ) 
^ -7^—x D +r *+ivfli> • • . ,<Vi ,£> i , • • . , ^ + i , j i , . . .,yr). -p+lrq+l\<ai,...,ap+uDi,...,Dq+\ 

In the classical case, there are the fc 

co Fd(bq+\) 

In the classical case, there are the following well-known Euler integrals for \f\ and 

\f\(a\b;y)= )> [ W\l -x)"—' die 
i(fl)r(/7 — a) Jo 

for « > 0, b - a > 0. 

2fl(fl,fr;c;y)= r f f [\\ -xyybx»-\\ -xf~a l dx 
r(a) I i (c — a) ô 

for a > 0, c - a > 0. 
As remarked after (37), two special cases of Proposition 3.3 give the following 

generalizations of Euler integrals. 
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PROPOSITION 3.4. We have 

{F
<?\a;b;yh...,yr) 

ifa> \{r- l),b-a> f ( r - I), and 

2 / fW;c; y,,..., y,) 
(44) = «rJrHl-a) - £ - £ ^<*x ' YWr° W -*^a-qodv^ » 
ifa> f ( r - \),c-a> \{r- 1). 

As a consequence of (34), (37), (38) and Proposition 3.4, we have the following 
generalized Gaussian summation formula 

COROLLARY 3.5. If a > ^d, c-a-b> r-j-d, then 

Td(c)Td(c -a-b) 
2Fl

w(a,b',c;Ir) = Td(c - a)Td(c - b) ' 

Once we have Proposition 3.4, it is interesting to express o^o and i % explicitly. In the 
case of r = 2, we can express Q% and i % in terms of classical hypergeometric functions. 
See [14]. For general r, we have 

PROPOSITION 3.6. We have 

rd 

PROOF. On the one hand, by Proposition 2.1 in [12], we have 

[ I (1 - xiyjr
d/2 = £ / * ( * ; 2/d)JK(Y; 2/d)j~l 

On the other hand, by § 1 (iv), we have 

7K(/r;2/£0 = (2 /d )*(y) K . 

Hence, by the definitions, we have 

• ^ *i« ^ Ç ( T ) & W 2 / W « 

no--^rrf/2. 
As a corollary, we have 
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COROLLARY 3.7 

rd 

Y Ar\ r\ A r / r r 

-T • L • • • L n (i - xiyj)-d/2n*r° I K I - ^ - r - " < m x , <*, r> 
a) Jv Jv ;f=1 f-_i .-=1 

c0 rd(a)rd(c - «) i = i i=i 

i / f l > f ( r - l ) , c - a > f ( r - l ) . 

4. Asymptotic behavior of /7+1^ )» It is known that XFP(Y) is convergent for Y 
with | j / | < 1, i = 1 , . . . , r. In this section, we study the asymptotic behavior of p+lFp as 
Y —• /. It turns out that some new phenomena appear when r > 1. 

Let 
j^ _ k. j_ _y _ i ; ^ V I W _ ^ _ v 

d«= n 
fc - *; + f (/ - 0 * (*i - fc/, f (/ " « - 1 ) + 1 ) 

f(/'-0 £(* , • - * , • ,§( / - i+D) 

for all «: with 1{K) < r. 

PROPOSITION 4.1. 

(45) QkUl,...,U2/d)j~] 

(qo)K 

PROOF. For a partition /c, let s(«) be the positive integer such that 

k\ > • • • > ks{K) > ks{K)+\ = • • • = kr = 0. 

We will prove (45) by induction on S(K). 
Let s = S(K). When s = 1, a direct calculation gives (45). 
Now we assume that (45) is true for all partition À with s(X) < s — 1. 
Suppose s > 1. Let 
(a) // = ki —ks, if/ < s, 
(b) // = 0, if i > j , 

and A = (/i,. . . , / r) . 
Then A is a partition of k — sks with s"(A) < s — 1, hence 

(46) 
( ! ) (<7O)A 

with/ = fc — sks. 
Let 

5 & 

A=nrt[i+('--'V/2+*1--7i, 

5 = n 
l</<5+l</<r 

" */ + ^ d ^ k i - n + ^ d 

M -ks + i^-d i i A:/ - n + ^ - d + 1 

CLAIM 1. 

(47) (4o)« = (<7O)A^-
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PROOF. A direct calculation. 

CLAIM 2. 

(48) 

PROOF. 

dK = dxB. 

Let 

dx= n 
// - Ij + i^d B(li - lj, J^-d + 1 ) 

1 <Kj<r V ^ B(li _ (/' L~T~d) 

= n 
it,- - it,- + i ^ d fl(it,- - ity-, ̂ ^ d + 1 ) 

l <i<j<s Jfd B(ki - kj, ^ d ) 

n 
ki -ks + i^-d B(kt - ks,

 j~-d + 1 ) 

\<i<s+[<j<r J-J-d 

d*= n 
it,- - it7- + ̂ d B(k - kh i^-d + 1) 

i<K/<, ^ B(ki-kj,^d) 

n 
it,- + ̂ r f £(*,- , - t^rf + 1) 

t i i . i<!<"i</<r V ^ B(ki,L-j1d) 

••* n - ^ % 
l< l<s+l</<r &, — &S + ^ 2 " ^ 

50t„ t t l < / + 1) B(/t, - ks, i=p-d) 

B(ki,£=!£d) Bik-kJ-^-d+Y) 

=dx n 
l</<j+l</'<r' 

= dxB. 

ki + J-^d *» it,- - n + ^ J 

Li t , - i t , + ̂ ( f „=i i t , - -n + ̂ d + 1 

c i = n n 
1=1 7=1 L 

r — (/ — 1) + -(*,- — *:, +y — 1) 

c2=nrif*-'+3(1+*.•-./)]> 
i = i j = i L « j 

^3=nnf-s - »+1+|(*Ï - / ) 1 . 
i = 1 i = 1 L W •• 

From (iv) in §1 and [8], we have 

(49) UIr-2/d) = Jx(Ir;2/d)C{. 

For a partition K, let 
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Then, a computation yields 

By §1 (vii), we have 

Hence 

(50) 

h*(K) = h*(\)C2, 

K{K) = /z*(A)C3. 

jK = h*(K)hJji). 

jn =j\C2C3, 

JX(Ir\2/d) _JK(Ir\2/d)C2C3 

jx jti C\ 

By Claim 1, Claim 2, (46) and (50), we have 

dK dx B 

(qo)K (qo)\ A 

= (2/d)' 
lJx(Ir-2/d)B 

Jx 

= (2/dy k
_sksJK(Ir;2/d)C2C3B 

jK C\ A' 

Therefore, it is enough to show that 

B <~ < ^sL C \ 
T = (2/rf)a 
A ' ' C2C3 

In fact, a computation shows that 

_ njLiu%x[ki-,/+1 + r-fd]nti n ^ f e - y + ^d] 

Thus, 

B = nun^ih-j+^d]  

A " n^1n*i1[fe-y>i + ^ n ^ 1 n ^ 1 [ * / - y + £ ±^^] 
= (2/d)^C1C71C71. 

This finishes the proof. 

COROLLARY 4.2. 

pF^Xau ...,ap\b\,...,bp\y\,...,yr) 

= E 
( f l l )« -W« <4 C ^ ! , . . . , y r ) 
(ai)«---(flp)«(^o)K C ^ O , . . . , ! ) 
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Once having Corollary 4.2, we can use the T-function to give the asymptotic behavior 
of F*d) 

Set 

U O = E I M + I H n {kp-kq+\)d 

with/(/c) < / , 0 < r < 1. 
First we have the following lemma. 

LEMMA4.3. ForO<t< 1, 
(i) If a + (I — \)d+ 1 < 0, then, Ia(t) is bounded; 

(ii) Ifa+\ > 0 , 
ia(t)n(\-trlla+l+(l-l)l2d]-, 

(Hi) Ifa + (l-j)d+\ = 0, 

1 

/* 

7 a ( 0 ^ d - 0 _ ( / _ 1 ) ^ l o g 
1 - r 

f/vj Ifcc + (l-j)d+\ >0>a + (l-j- l ) J + l , 

/ a (0»( l -0" y [ a + , + w "^ . 
(By A(JC) œ Z?(JC), we mean that there exist two positive numbers C\ and C2 such that 

C\ < § ë < C2 as x varies.) 

PROOF. On the one hand, we have 
00 ( A-1 

/ a ( 0 > E | E (II(*7-*/ + ')" 
:j > • • • > * / . 

fc,=0 v 7=1 

• ( n [ ( * p - * / ) - ( ^ - ^ ) + i ] d 

/ -1 
: E E n ^ + i r " n (*P-*,+DV'+-**'-

*/=0L*i >•••>*,_, >0./=l 1<P<^</—1 

it?/7*' 

/ - I 

E n ^ + D ^ 
•*i > - > * / - i >0y'=l 

-1 r OO -1 

n (kp-kq+\)d^+-+k^ E*/a^ 
1<P<<7</-1 

, OO N / 0 0 x / OO x 

• * 2 = 1 V*/-I=l v*/=l 
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On the other hand, we can similarly show that 

(
OO x / O O \ / 0 O x / O O \ 

Y, C - 1 ^ 1 ) E ç*'-2»*) • • • ( E *?-¥<*'"') (E *?**')• 
£,=0 7 Vfc2=0 7 Vfc,-i=0 7 Vfc,=0 J 

Hence 

£ m ^-D^) (^ ma+(/"2)V ) • • • (f^mar). 
m=\ ' \n=l y ^m=\ J 

Let 
oo 

IaAt)=Z™aHH)dtm' 
m=\ 

For— 1 < t < 1, we have 
(a) if a + (I —j)d + 1 < 0, then, Iaj(t) is bounded; 
(b) if a + ( / - ; > / + 1 >0,then, 

IaJ(t)^(l-t)-[a+iH)d+l]; 

(c)if a + ( / - . /> /+1 =0,then, 

Iaj(t) ™ log -
1 - r 

Now the lemma follows immediately from (51), (a), (b) and (c). 

PROPOSITION 4.4. Let 7 = E ^ 1 at - Yfi={ bt. Suppose for all K 

(a\)K • • '(ap+\)K 

(b\)K- '(bp)K 
> 0 . 

We have, for — 1 < yl < 1, / = 1 , . . . , r, 
(7) ifl > ( r - l)d/2,then 

r 

p+lFp(a\,..., ap+i;fci,..., fc^;y\,...,yr) ^ FK1 ~ tt')-7» 

(7/) f/7 < — (r — \)dj% then there exists a constant C such that 

• p+lFp(a\,.. .,ap+ùbu . ..,bp\y\,. ,.,yr) < C; 

(Hi) ifl = d(-r-^+j- \),j= l,...,r,then,foryi = • • • = yr = t, - 1 < t < 1, 

p + 1 />(û!, . . . , ap+{; bu...,bp\t,...,t)K(l- 0 - ( M ) ^ log y — s 

f/vj i / d ( - ^ +7 - 1 )< 7 < ( - ^ +j)d,j = 1,. . •, r - 1, then, for y, = • . • = y •. 
t, - 1 < f < 1, 

„+1Fp(£n,.. .,£ip+i;fei, •. .,*„;*, •. . , 0 « (1 - 0^ ' [ 7 + ( r ^ / 2 ] . 
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PROOF. By Corollary 4.2, 

n x l f n ( f l i , . . . ,aD+\'9b\,..., bv\ Y) = > . 
p+1 P P P r (bi)K---(bp)K (q0)KCK(Ir) 

First, 

= n r ( ( / - i - i ) d / 2 + i ) 
K ,<J*.<r T(d/2(j-i+l)) 

h -kj + {j- i)d/2 T(k, - kj + ( / - / + l)J/2) 

i<K/<r (/' - ' V / 2 r(*,- - *,• + ( / - ' - 1 W 2 + 1) ' 

By Stirling's formula, as K varies 

(52) dK* I ] (*i-*;+l)< ' . 

Secondly, if | ^ H > 0, again by Stirling's formula, as K varies 

\(A)K 

(B)K 7=1 

,A-B 

Hence, as n varies, 

(* I )«- - - (^ )«(?O)K 7=1 

( a ) I f 7 > ( r - 1) J /2 , then 

(#)« y=l 

Thus 

(b)If7 < - ( r - l)d/2,leU = max{|)>i|,...,|;yr|},then 

So, by (i) in Lemma 4.3, 

•7 

That is (ii). 
c 

"2 (c) If — f (r — 1) < 7 < f 0 — 1), then, Lemma 4.3 gives (iii) and (iv). 
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REMARK. In the case of r > 2, we note that as 7 varies in the interval [—^d^^d], 
the asymptotics of {FP varies in such a way as described in the proposition, these fea­
tures are not shared by the r - 1 case in which the interval [— ̂ d, ^d] is degenerated 
to the point 0. 
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