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ON A PROBLEM OF RUBEL
CONCERNING THE SET OF FUNCTIONS SATISFYING
ALL THE ALGEBRAIC DIFFERENTIAL EQUATIONS

SATISFIED BY A GIVEN FUNCTION

JOHN SHACKELL

ABSTRACT. For two functions f and g, define g − f to mean that g satisfies every
algebraic differential equation over the constants satisfied by f . The order − was
introduced in one of a set of problems on algebraic differential equations given by the
late Lee Rubel. Here we characterise the set of g such that g − f , when f is a given
Liouvillian function.

1. Introduction. One tiny part of the legacy to Mathematics of the late Lee Rubel
is the following problem, which appears as part of Problem 22 in [2].

For two functions g and f , we define g − f to mean that g satisfies every
algebraic differential equation (over C) which f satisfies. Discuss the order
−; in particular, do this for the case when f is an exponential polynomial,Pn

k=1 akeïkx.
In order to discuss the order−when more general functions are involved, it is necessary
to say something about the domains of definition of the functions to be considered. It
is generally too restrictive to require g to have the same domain of definition as f . On
the other hand, one would at least want a non-empty open subset of C on which both
functions are defined. In fact for the functions we shall be considering, we shall generally
be able to take that subset to be dense. We shall also want to use a topology on various
sets of functions. Since the functions concerned will be Liouvillian, most natural choices
of topology are likely to give the same answers. We shall use uniform convergence of
the functions and their derivatives on compact subsets.

Although a description of the order − is of interest for its own sake, there are also
applications to asymptotics. If one searches for a series solution to a non-linear ordinary
differential equation in terms of base functions fen(x)Ò n = 1Ò 2Ò   g, where en denote
the n-times iterated exponential function, one would like to bound the possible n that

might occur. Suppose we have a solution of the form f (x) +
�
en(x)

�
�j

g(x) where f is a
polynomial in e1(x)Ò    Ò en�1(x), j Ù 0 and g gives the tail of the series. If we do not

have f (x)+
�
en(x)

�
�j

g(x) − f there is a differential polynomial P which vanishes at f but

not at f (x) +
�
en(x)

�
�j

g(x). Then Phf (x) +
�
en(x)

�
�j

g(x)i tends to zero approximately as a
fixed negative power of en(x). If n is too large compared with the order of the differential
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equation, one can prove that this is impossible. Under suitable conditions, one can also

prove that f (x) +
�
en(x)

��j
g(x) − f is impossible, thereby bounding possible values of

n. This has been done within the context of nested expansions in [3].
We begin Section 2 with a purely elementary consideration of the special case in

which f is an exponential polynomial. Here we are able to give a completely explicit
characterisation of the set of g for which g − f . Then we re-frame our results in
terminology which is closer to differential algebra. This leads into Section 3, where we
consider the case when f is an arbitrary Liouvillian function. Here we characterise the
set of g for which g − f as the closure of a set of explicitly given transformations of f .
Our argument in this section has some similarities with that of Section 5 of [3].

A major part of the work for this paper was done while the author was visiting the
University of Limoges during the summer of 1995. The author would like to thank that
University and its Mathematics staff for their splendid hospitality during this period.
Special thanks are due to Dominique Duval for having arranged the invitation, and also
for some useful comments during an informal seminar on the problem treated here.

2. Exponential polynomials. The first thing to be said is that if f =
Pn

k=1 akeïkx

and g − f , then g =
Pn

k=1 Akeïkx for some A1Ò    ÒAn 2 C. This is because f satisfies
the linear differential equation Lhyi = f

Qn
k=1(dÛdx � ïk)gy = 0. Here we have used

the notation Lhyi to indicate that L is a polynomial in y and its derivatives, where y
is an indeterminate. However in many cases, it is not sufficient that g be of the formPn

k=1 Akeïkx.
We suppose that the ïis are all different and that no ai is zero. We write Q[ï1Ò    Ò ïn]

for the Q-linear space generated by ï1Ò    Ò ïn, and let d be its dimension. Now d is
also equal to the degree of transcendence of C(eï1xÒ    Ò eïnx) over C, and hence f cannot
satisfy an algebraic differential equation of order less than d.

Let g be of the form
Pn

k=1 Akeïkx, and suppose first that d = n. Then we have a
linear differential equation of order d satisfied by f , namely Lhyi = 0. If f satisfies
another algebraic differential equation of order n, say Phyi = 0, then L must divide P.
For otherwise the resultant, resy(n) (PÒL), would be a non-zero differential polynomial of
order less than n annulled by f . Hence g satisfies every differential equation of order
n satisfied by f . Let m ½ n and suppose inductively that g satisfies every differential
equation of order m satisfied by f . Let Qhyi = 0 be a differential equation of order m + 1
satisfied by f . On differentiating m�n +1 times the equation Lhf i = 0, we obtain a linear
expression for f (m+1) in terms of f Ò    Ò f (m), say f (m+1) = X(f Ò    Ò f (m)); note that g also
satisfies this equation. On substituting X(yÒ    Ò y(m)) for y(m+1) in Qhyi = 0, we get an
equation of order m satisfied by f , and therefore by g. When we replace X(gÒ    Ò g(m))
where it occurs in this last equation by g(m+1), we see that also Qhgi = 0. Thus g satisfies
every equation of order m + 1 which is satisfied by f , and by induction this holds for
all m. Hence when d = n, we have that g − f if and only if g =

Pn
k=1 Akeïkx with

A1Ò    ÒAn 2 C. It may be noted that we have in effect used the order on differential
polynomials given in [1].
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216 JOHN SHACKELL

Now we consider the case when d Ú n. By rearranging as necessary, we may suppose
that ï1Ò    Ò ïd are linearly independent, and that ïd+1Ò    Ò ïn areQ-linear combinations
of ï1Ò    Ò ïd . Then for i = d + 1Ò    Ò n we have

ïi =
dX

j=1
cj

iïjÒ(1)

with c1
i Ò    Ò c

d
i 2 Q. On differentiating the equation

f =
nX

k=1
akeïkx

n � 1 times, we obtain n linear equations for a1eï1xÒ    Ò aneïnx. The determinant of the
system is

Q
iÚj(ïj � ïi), which is non-zero. Hence we may obtain linear expressions for

each akeïkx in terms of f Ò    Ò f (n�1); say

akeïkx = Rk(f Ò    Ò f (n�1))Ò k = 1Ò    Ò n(2)

On combining these with (1) and taking suitable powers to remove roots, we obtain, for
j = 1Ò    Ò n � d,

abj

d+j

dY
i=1

a
�ç

j
i

i = Rbj

d+j

dY
i=1

R
�ç

j
i

i = Sj(f Ò    Ò f (n�1))Ò(3)

where each bj 2 N, each çj
i is an integer equal to cj

ibj, and Sj is a rational function over C.
If g − f then the equations (3) must also be satisfied by g. However if g =

Pn
k=1 Akeïkx

with all the Aks non-zero, then applying to g the same process of elimination that was
applied to f yields

Akeïkx = Rk(gÒ    Ò g(n�1))

On substituting into (3), we obtain

abj

d+j

dY
i=1

a
�ç

j
i

i = Abj

d+j

dY
i=1

A
�ç

j
i

i Ò(4)

for j = 1Ò    Ò n� d. So the Ak must satisfy these equations in order that g − f . It is easy
to see that this holds even when some of the Aks are zero provided that negative powers
of Aks are removed from (4) by cross multiplication. In fact these conditions are also
sufficient.

THEOREM 1. Let f =
Pn

k=1 akeïkx. Suppose that ï1Ò    Ò ïd are linearly independent
over Q and that ïd+1Ò    Ò ïn satisfy (1) with c1

i Ò    Ò c
d
i 2 Q. Then g − f if and only

if g =
Pn

k=1 Akeïkx, with A1Ò    ÒAn satisfying the relations obtained from (4) by cross
multiplying to remove negative powers.
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PROOF OF THEOREM 1. We have already established the necessity of the conditions,
so suppose that g =

Pn
k=1 Akeïkx, with A1Ò    ÒAn all non-zero and satisfying (4). From

(1), we have

f =
dX

k=1
akeïkx +

nX
i=d+1

ai

dY
j=1

(eïjx)cj
i 

On differentiating this equation d times with respect to x, we obtain equations

f (ñ) =
dX

k=1
akï

ñ

k eïkx +
nX

i=d+1

²
ai

dY
j=1

a
�cj

i
j (c1

i ï1 + Ð Ð Ð + cd
i ïd)ñ Ð

dY
j=1

(aje
ïjx)cj

i

¦
Ò(5)

for ñ = 0Ò    Ò d. We can then use the following theorem of elimination theory to
successively eliminate W1 = a1eï1xÒ    ÒWd = adeïdx between these equations; see [4].

THEOREM 2. Let P1Ò    ÒPN be polynomials in a single variable of given degree with
indeterminate coefficients. Then there exists a system, R1Ò    ÒRr of integral polynomials
in these coefficients with the property that if those coefficients are assigned values from
a field, K , the conditions R1 = 0Ò    ÒRr = 0 are necessary and sufficient in order that
either the equations P1 = 0Ò    ÒPN = 0 have a solution in a suitable extension field or
that the formal leading coefficients of all the polynomials P1Ò    ÒPN vanish.

We obtain differential polynomials R1Ò    ÒRr over C such that Rj(f Ò f 0Ò    Ò f (d)) = 0,
for j = 1Ò    Ò r. If we replace f by g in (5), the corresponding Rjs of Theorem 2 will be
Rj(gÒ g0Ò    Ò g(d)), for j = 1Ò    Ò r. However the equations

g(ñ) =
dX

k=1
ïñk Wk +

nX
i=d+1

²
ai

dY
j=1

a
�cj

i
j (c1

i ï1 + Ð Ð Ð + cd
i ïd)ñ Ð

dY
j=1

W
cj

i
j

¦
Ò

for ñ = 0Ò    Ò d, also have a solution for W1Ò    ÒWd , namely Wk = AkeïkxÛak. Hence
Rj(gÒ g0Ò    Ò g(d)) = 0 for j = 1Ò    Ò r. Now g, like f , cannot annul two differential
polynomials of order d unless they have a common factor, since otherwise their resultant
with respect to y(d) would be a (non-zero) differential polynomial of order d�1 annulled
by g, and this is impossible since g has transcendence degree d over C. So we have
Rj = Qsj Ej for j = 1Ò    Ò r, where sj 2 N+, the differential polynomial Q is irreducible
of order d and is annulled by g, and Ejhgi is non-zero for each j. Since the Rjs are
independent of the particular values of A1Ò    ÒAn, we see that Q is independent of the
particular g chosen. Thus Q is the unique non-zero irreducible polynomial of order d
annulled by f , and the same is true if f is replaced by g.

An immediate consequence is that neither ] QÛ] y(d)hf i nor ] QÛ] y(d)hgi can be zero.
Also if P is any differential polynomial of degree d annulled by f , then Q must divide
P, and hence Phgi = 0 also. Now by differentiating r times the equation Qhf i = 0
and eliminating f (d+1)Ò    Ò f (d+r�1), we get a rational expression for f (d+r) in terms of
f Ò    Ò f (d) which has a non-vanishing denominator. Clearly the same relations hold with
f replaced by g, and again the denominator does not vanish. Thus if P1 is a differential
polynomial of order d + r with P1hf i = 0, we may substitute for f (d+1)Ò    Ò f (d+r) to obtain
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218 JOHN SHACKELL

a differential equation of order d satisfied by f . This must then be satisfied by g, and by
reversing the substitutions, we see that g also satisfies P1hgi = 0. Hence g − f , in the
case when the equations (4) hold and the Aks are all non-zero.

The case when one or more of the Aks is zero may be handled by multiplying (4)
through to eliminate any negative powers and allowing the appropriate Aks to tend to
zero. We have therefore proved Theorem 1.

Here is another way of looking at the situation. We have a tower of function rings

C = T0 ² T1 ² Ð Ð Ð ² TnÒ(6)

with Tk = Tk�1[eïkx] for k = 1Ò    Ò n; the function f belongs to Tn. We write T̂k for the
quotient field of the integral domain Tk. Then the extensions T̂k : T̂k�1 are transcendental
for k = 1Ò    Ò d and algebraic for k = d + 1Ò    Ò n, and the minimal polynomials for the
latter are

(eïkx)bk �
dY

i=1
(eïix)ç

i
k�d (7)

Consider a transformation, T(C1Ò    ÒCn) of Tn given by eïkx ! Ckeïkx for k = 1Ò    Ò n.
Provided the Ck are non-zero, such a transformation preserves the differential structure
of the tower (6). As above, let f =

Pn
k=1 akeïkx and g =

Pn
k=1 Akeïkx, and suppose that

g = T(C1Ò    ÒCn)(f ). Then for k = 1Ò    Ò n,

Ak = Ckak(8)

The transformed minimal polynomials are, for k = d + 1Ò    Ò n,

(Ckeïkx)bk �
dY

i=1
(Cie

ïix)ç
i
k�d Ò

and these will be the same as (7), modulo a multiplying constant for each polynomial, if
and only if

Ck =
dY

i=1
C

ci
k�d

i (9)

On substituting from (8) into (9), we obtain once again (4). So these are the conditions that
the minimal polynomials should be the same. However the latter are also the conditions
for the transformation T(C1Ò    ÒCn) to be a differential isomorphism, and this turns out
to be the key to the more general case as treated in the next section. If some of the Cks
are zero, then as before, the equations (9) and (4) need to be multiplied through to clear
negative powers before inserting the values of the Cks and Aks.

3. Liouvillian functions. Consider a tower of function rings C = T0 ² T1 ² Ð Ð Ð ²
Tn, as in (6), where Tk = Tk�1[zk] for k = 1Ò    Ò n, and now zk satisfies one of the
following three conditions:

i. zk is algebraic over Tk�1 with minimal polynomial mk;
ii. zk = exp(wk�1) with wk�1 2 T̂k�1.
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iii. zk =
R

wk�1 with wk�1 2 T̂k�1.
We assume that the path of integration is arranged so that (iii) makes sense, and that a
determination of the constant of integration is standardised in some way. An element of
a field T̂k is called a Liouvillian function. Clearly any elementary function is Liouvillian.
Also any Liouvillian function is analytic on C except perhaps at a countable number of
singularities.

We wish to use induction on k = 0Ò    Ò n to define a set, Gk, of transformations, each
taking Tk to some ring of Liouvillian functions. We shall use the following notation. For
any differential polynomial, P, over Tk and any ö 2 Gk, we write ö̃(P) for the differential
polynomial obtained by applying ö to all the coefficients of P.

We take G0 to consist of the identity map, I, onC. Suppose that Gk�1 has already been
defined. We begin with the case when zk is algebraic over Tk�1. Let ö be any element of
Gk�1. For s any root of ö̃(mk), we define Ti(öÒ s) to be the homomorphism on Tk which
reduces to ö on Tk�1 and takes zk to s. We then define

Gk = fTi(öÒ s) : ö 2 Gk�1 and s is a root of ö̃(mk)g(10)

The case when zk is transcendental over T̂k�1 is similar. Suppose that zk =
R

wk�1,
where wk�1 2 T̂k�1. Let wk�1 = òk�1Ûëk�1 where òk�1 and ëk�1 belong to Tk�1 and
have no common factor. For any K 2 C and any ö 2 Gk�1 such that ö(ëk�1) 6= 0, we
define Tii(öÒK) be the homomorphism on Tk which reduces to ö on Tk�1 and takes zk to
K +

R
ö(wk�1). Then we set

Gk = fTii(öÒK) : K 2 CÒ ö 2 Gk�1 and ö(ëk�1) 6= 0g(11)

Finally suppose that zk is transcendental over T̂k�1 and zk = exp(wk�1) with wk�1 2 T̂k�1;
let wk�1 = òk�1Ûëk�1 as before. Then for K 2 C and ö 2 Gk�1 with ö(ëk�1) 6= 0, we
define Tiii(öÒK) to be the homomorphism on Tk which reduces to ö on Tk�1 and takes zk

to K expö(wk�1). We put

Gk = fTiii(öÒK) : K 2 CÒ ö 2 Gk�1 and ö(ëk�1) 6= 0g(12)

Note that K can be zero. It would be possible to exclude this case and make Gk the
differential Galois group of a suitably chosen field of functions. However it seems more
natural here to allow the case K = 0. We extend the maps ö 2 Gk to part of T̂k by setting
ö(h1Ûh2) = ö(h1)Ûö(h2) provided ö(h2) 6= 0.

The following is a consequence of the constructions above, and is analogous to
Proposition 2 in [3].

PROPOSITION 1. Let f be a Liouvillian function, defined by a tower (6) with f 2 T̂n.
For each k = 0Ò    Ò n, there is a set Gk with the following properties:

(1) Each ö 2 Gk is a differential homomorphism from Tk into a ring of Liouvillian
functions.
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(2) Suppose that zk is algebraic over Tk�1 and let õ 2 Gk�1. Then if ó belongs to
the Galois group of the polynomial õ̃(mk) (with variable zk), there exists a ö 2 Gk which
agrees with õ on Tk�1 and maps zk to ó

�
õ(zk)

�
.

(3) Now suppose that zk is transcendental over T̂k�1. Let õ 2 Gk�1 and suppose that
õ(ëk�1) 6= 0. If zk =

R
wk�1 (respectively exp wk�1) and K 2 C, there exists a ö 2 Gk

which agrees with õ on Tk�1 and maps zk to K +
R
õ(wk�1) (respectively K exp õ(wk�1)).

Our main result is the following.

THEOREM 3. Let (6) and Gn be as above, and let f 2 T̂n. Suppose that f = f1Ûf2 where
f1 and f2 belong to Tn and have no common factor. Then g − f if and only if there exists
an open dense subset, W, of C such that g belongs to the closure of the set

ú(f ) =def fö(f ) : ö 2 Gn and ö(f2) 6= 0g

in the topology of uniform, C1, convergence on compact subsets of W.

We shall write cl(V) for the closure of a subset V ² W in the above topology. The
reason why we need to take the closure in Theorem 3 is to accommodate the possibility
of ö mapping both f1 and f2 to zero but nonetheless ö(f1Ûf2) being definable as a limit.

EXAMPLE. Let f =
�
exp(ex) � 1

�
e�x. Then f 0 = exp(ex) � exp(ex)e�x + e�x, and so

f 0 � 1 =
�
exp(ex)� 1

�
(1 � e�x) = (ex � 1)f 

Thus f satisfies � f 0 � 1
f

�0
=

f 0 � 1
f

+ 1Ò

and this simplifies to

f f 00 � f 02 � f f 0 + f 0 + f � f 2 = 0(13)

Here

ú(f ) =
(

K2 exp(K1ex) � 1
K1ex

: K1ÒK2 2 C and K1 6= 0
)
Ò

but the set ú(f ) is not closed, as can be seen on taking K2 = 1 and letting K1 tend to zero.
We have

exp(K1ex) � 1
K1ex

! 1Ò

and of course the function 1 does indeed satisfy (13). Theorem 3 shows that it also
satisfies every other algebraic differential equation satisfied by f .

We now turn our attention to the proof of Theorem 3. In one direction, this is given
by the following proposition.

PROPOSITION 2. Let f and ú(f ) be as above. Then g − f for every g 2 cl
�
ú(f )

�
.
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PROOF OF PROPOSITION 2. Let Phyi = P(yÒ y0Ò    Ò y(N)) be a differential polynomial
such that Phf i = 0. Let ö be an element of Gn such that ö(f2) 6= 0. Since ö is a differential
homomorphism on Tn, we have

Phö(f )i = ö(Phf i) = 0

Now let g 2 cl
�
ú(f )

�
. Then there exists a sequence föi(f )g such that for all i öi(f2) 6= 0

and öi(f ) ! g. Then for any P as above,

Phgi = limfPhöi(f )ig = 0

This completes the proof of Proposition 2.
The converse needs more work! The idea is as follows. Let g be a function such that

g and f are both defined on some open subset of C, and suppose that g does not belong
to cl

�
ú(f )

�
. Starting from k = n, and working down to k = 0, we construct a differential

polynomial, Pk, over Tk with the following properties:
1. Pkhf i = 0.
2. g does not belong to the set

Ω(Sk) =def

�
fh : 9ö 2 GkÛö̃(Pk)hhi = 0 and ö̃(Pk) 6� 0g

�
(14)

Note that ö̃(Pk) 6� 0 means that ö does not annihilate every coefficient of Pk.
The initial case is simple enough. If f = f1Ûf2 with f1Ò f2 2 Tn�1[zn], we take Pn

to be the differential polynomial of order zero, yf2 � f1. We note that this means that
Ω(Sn) = cl

�
ú(f )

�
. It is then a matter of handling the induction step in the various cases.

PROPOSITION 3. Suppose that 1 � k � n and that zk is algebraic over Tk�1. Let Pk

be such that ú(f ) ² Ω(Pk) ² cl
�
ú(f )

�
. Then there exists a differential polynomial Pk�1

over Tk�1 with similar properties; i.e., ú(f ) ² Ω(Pk�1) ² cl
�
ú(f )

�
.

PROOF OF PROPOSITION 3. We regard Pk as a polynomial in zk with coefficients in
Tk�1hyi, and we replace zk by an indeterminate z. Then we define

Pk�1 = reszfPhyiÒmkg(15)

We show that Pk�1 has the required properties.
Firstly, Pk�1hf i = 0 because Pkhf i(z) is zero at a root of mk, namely z = zk. If g 2 ú(f )

then g = ö(f ) for some ö 2 Gn with ö(f2) 6= 0. Since ö is a differential homomorphism,

Pk�1hö(f )i = ö(Pk�1hf i) = ö(0) = 0

Thus ú(f ) ² Ω(Pk�1).
Now suppose that g 2 Ω(Sk�1). Then there exists a õ 2 Gk�1 such that õ̃(Pk�1) 6� 0

but õ̃(Pk�1)hgi = 0. Since õ is an algebra homomorphism and the resultant is given by
the Sylvester determinant,

õ̃(Pk�1) = reszfõ̃(Pk)Ò õ̃(mk)g = š
Y
õ̃(Pk)(åj)Ò
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where the åjs are the roots of õ̃(mk). So there exists a root å such that õ̃(Pk)hgi(å) = 0.
However, by Proposition 1(2), there is then a ö 2 Gk which agrees with õ on Tk�1 and
takes zk to å. But then ö̃

�
Pk(zk)

�
hgi = õ̃(Pk)(å)hgi = 0, and it follows that g 2 Ω(Pk).

Hence g 2 cl
�
ú(f )

�
and we have established Proposition 3.

For the cases when zk is a transcendental extension, we use what is essentially a
differential version of the above. So as to allow the two cases, of an exponential and an
integral extension, to be treated together, we let the differential equation satisfied by zk

be

z0 = Λk(z)Ò(16)

with Λk a polynomial over Tk�1. Of course (16) is either z0 = wk�1 or z0 = zw0

k�1. We
introduce a derivation DŁ on the ring of differential polynomials overTk�1[z], by defining

DŁ
�
P(z)

�
= D̃(P) + Λk(z)

] P
] z

+
X
j=0

y(j+1) ] P
] y(j)

;

here D̃(P) denotes the differential polynomial obtained by differentiating the coefficients
of P (as a polynomial in zk and the derivatives of y). As a function of x, DŁ(P)(zk)hy(x)i
is just the derivative of P(zk)hy(x)i. We shall have need of the following lemma, which
is a slight adaption of Lemma 11 of [3] to the present set-up. The proof, as in [3], is a
straightforward application of the fact that õ is a differential homomorphism.

LEMMA 1. Let Q 2 Tk�1[z]hyi and õ 2 Gk. Then

õ̃
�
DŁ

k(Q)(zk)
�

= ΘŁ

kÒõ

�
õ̃(Q)

��
õ(zk)

�
Ò

where ΘŁ

kÒõ is defined analogously to DŁ

k . i.e. for S 2 õ̃(Tk�1[z]hyi),

ΘŁ

kÒõ(S) = D̃(S) + õ̃
�
Λk(z)

�] S
] z

+
X
j=0

y(j+1) ] S
] y(j)



The following result is the analogue for transcendental extensions of Proposition 3.

PROPOSITION 4. Suppose that zk is transcendental over T̂k�1, and let Pk be a differ-
ential polynomial such that ú(f ) ² Ω(Pk) ² cl

�
ú(f )

�
. Then there exists a differential

polynomial, Pk�1 over Tk�1 such that ú(f ) ² Ω(Pk�1) ² cl
�
ú(f )

�
.

PROOF OF PROPOSITION 4. We need to make use of the following result, which is a
slight modification of Proposition 6 of [3].

LEMMA 2. Under the conditions of Proposition 4, there exists a differential poly-
nomial Qk over Tk such that ú(f ) ² Ω(Qk) ² cl

�
ú(f )

�
and ö̃(Qkhhi) is a square-free

polynomial in zk for every ö 2 Gk�1 and every h 2 ú(f ).
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The proof of Proposition 6 in [3] is a dimension argument, and this needs only very
minor modification to take account of the dimension of ú(f ).

We then take Pk�1 = reszfQkÒDŁ(Qk)g, where we replaced zk by an indeterminate, z.
In order to establish Proposition 4, it is a matter of showing that Pk�1 has the required
properties.

Firstly, Qkhf i(z) and DŁ
�
Qkhf i(z)

�
have a factor in common, namely z � zk. Hence

Pk�1hf i = 0 and it then follows that ú(f ) ² Ω(Pk�1) as in Proposition 3.

Now suppose that g 2 Ω(Pk�1). Then there is a õ 2 Gk�1 such that õ̃(Pk�1) 6� 0 but
õ̃(Pk�1)hgi = 0. Using Lemma 1, we get

resz

²
õ̃
�
Qkhgi(z)

�
ÒΘkÒõ

�
õ̃
�
Qkhgi(z)

��¦
= õ̃

�
resz

n�
Qkhgi(z)

�
ÒDŁ

�
Qkhgi(z)

�o�
= 0

So õ̃
�
Qkhgi(z)

�
and ΘkÒõ

�
õ̃
�
Qkhgi(z)

��
have a root, z = û say, in common. Let

õ̃
�
Qkhgi(z)

�
= (z � û)H

Then

ΘkÒõ

�
õ̃
�
Qkhgi(z)

��
=
�
õ̃(Λk)(z) � û0

�
H + (z � û)ΘkÒõH

Since õ̃(Qk) is square free, õ̃(Λk)(z) � û0 must vanish when z = û. In other words, û
satisfies the differential equation for õ(zk). This implies that there is a ö 2 Gk which
agrees with õ on Gk�1 and sends zk to û. But then ö̃(Qk)hgi = 0, and hence g 2 Ω(Qk).
Thus g 2 cl

�
ú(f )

�
, by the induction hypothesis. So Ω(Pk�1) ² cl

�
ú(f )

�
as required. This

completes the proof of Proposition 4.

CONCLUSION OF THE PROOF OF THEOREM 3. Suppose that g 62 cl
�
ú(f )

�
. As previously

indicated, we take Sn = ff2y � f1g. Then Phf i = 0 for every P 2 Sn, but g 62 Ω(Sn). By
Propositions 3 and 4 we can find a set, S0, of polynomials over C such that P0hf i = 0
for all P0 2 S0 but g 62 Ω(S0). In particular, P0hgi is not zero for every P0 2 S0, and so
there is a P0 with P0hf i = 0 but P0hgi 6= 0. Thus we cannot have g − f , and we have
therefore proved Theorem 3.

The same method can possibly be applied to more general situations. For example,
one might allow some of the zk to be given by other first-order, first-degree differential
equations. However the eventual result may be of less interest in cases when an explicit
description of the relevant differential Galois groups is not available.
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