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ON THE FORMAL THETA FUNCTIONS OF

COUNTABLY MANY VARIABLES

KENICHI TAHARA

Introduction

In the previous paper [6] we have shown the examples of hyperelliptic

Riemann surfaces of infinite genus such that the Riemann's theta functions

associated with them are absolutely convergent.

In the present paper we shall study the formal properties of formal

theta functions of countably many variables, analogeous to the case of finite

variables [3], [4]: the canonical base and the addition formula etc. .

In §1, we shall define the formal theta functions of countably many

variables with rational characteristics in the same way as [3], [4], and show

the formal properties of these functions.

Section 2 is concerned with the special case: the infinite products of

the elliptic theta functions with rational characteristics. We shall recall the

sufficient conditions under which these theta functions are absolutely con-

vergent and take Jacobi's expression of the elliptic theta functions as infinite

products.1) Using this expression we shall give the proofs of our results,

which are analogeous to the case of finite variables [3], [4],

The auther expresses his appreciation to Professor Morikawa for his

suggestions and encouragements during the preparation of this paper.

Notations and conventions

Qr: the coordinate vector space of dimension r over the rational number

field Q,

Zr: the subspace in Qr consisting of all the integral vectors, i.e. vectors

with integral coordinates,

Qr/Zr: the residue group of Qr by Z\

Received March 29, 1968.
χ) This Jacobi's expression is a generalization of Jacobi's expression of so called Jacobi's

theta function <93{z, q). See p. 464 and 469 in [7].
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Gr: the subgroup \ z r \ Z r in <TO r, i.e. Gr =

€ {0, 1} ( l - £ ι ^

the subset in Q r/^ r consisting of all the elements

such that di e {0,1} (1 < i ̂  r),

Ω: the coordinate vector space consisting of all vectors with countably

many components in the rational number field Q, of which almost all

components are zero,

Γ: the subspace in Ω consisting of all the integral vectors,

A = Ω/Γ: the residue group of Ω by Γ9

G: the subgroup in A consisting of all the elements (-%-> -%-> )

such that at e {0,1} (i = 1, 2, ),

i/+: the subset in A consisting of all the elements (-%-> -%-> )

such that αt e {0,1} (t = 1, 2, ),

a = (βj, a2, ): the vector in Ω,

[a] = [al9 a2, ] : the class of a vector a = (aί9 a29 ) in A,

[α + ] = [a\9 a\9 ]: the element in H+.

There exists the canonical embedding of the residue group Qr/Zr into

the residue group A. Therefore we may be considered that H% is the

subset in H+.

§1. Formal theta functions of countably many variables with

rational characteristics

We shall first define the formal theta functions of countably many

variables with rational characteristics and show the analogeous results to the

case of finite variables [3], [4].

1. 1 Denote by {W(i; a), W(j, k; b)\a, b e Q; i, j, k = 1, 2, } a

system of indeterminates on which rational numbers operate as following:

W{i; a)c = W(i; ca), W(j,k; b)c = W(j,k; cb) (c e Q).

Let / be the ideal in the polynomial ring Z[{W{i; a)9 W{j,k; b) | α, b e Q;

i, j, k = 1, 2, ••••}] generated by
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,k; 0) - 1, W{i;a)W(i; b) - W(i;a + b)

,k; a)W(j,k; b) - WUΛ\a + b), W(j,k; a) - W(Jc,j; a)

{a,beΞ Q; i,j,k= 1, 2, ).

Denote by t/? and Q),k the images of W(i a) and W(j,k; b) in the residue

r ing B = Z[{W(i; a), W{j,k; b)\ a,b<E Q; i,j,k= 1, 2, }]//, respectively.

Then it follows that

Ui = 1, Qy, k = 1, U^Ui = £7J+

(β,6e Q; ι,;,ft= 1,2,

Using the brief notations

UU% Q(a,b)= Π Qtfj
i = l i,j=l

( α = (aίf a2, • • • • ) , b = (b19 b2, ) e Ω),

we have the following multiplicative rules:

U{a)c = U(ca)9 Q{a, δ,)c = Q(ca, b) = Q(a, cb)

U{a)U(b) = U(a + b), Q(a + b,c + d) = Q(a, c)Q(a, d)Q(b, c)Q{b, d)

(c e Q; a,b,c,dtΞ Ω).

Let Horn (£?,£*) denote the group of all the homomorphisms of the

additive group Ω into the multiplicative group JB* of units in the residue

ring B. Then U, U'1 and Q(a) (a e Ω) may be regarded as the elements

in Horn (Ω,B*) defined by

U: c—>U(c)

U'1: c—>U(~c)

Q(a): c — • Q(a) (c) = Q{a, c) (c e Ω).

The products Q{ά)U (α e β) and Q{ά)Q{b) (α, b <Ξ Ω) mean the elements in

Horn (£,£*) defined by

Q(α)£7: c—>Q(α,c)ί/(c)

Q(a)Q(b): c — > Q(a, c)Q(b, c) = Q{a + 6, c) (c e fi).

1. 2 In the same way as [4], the theta functions with rational characteristics

are defined as follows
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(1. 1) $ίa](Q\U) = Σ Q(m + a, m + a)U(m + af ([α] e A).
WIG 7"1

The function <9M{Q\U) does depend on the choice of the representative a of

[α]. 77t£ ίΛtfta zero values are also defined by

(1. 2) £[α](Q) = ΣO(m + α, w + a) ([α]

The theta zero value #[αj(Q) is regarded as the specialization of $ι

with respect to the replacement of ϊ/? ( « e Q ; i = 1, 2, ) by 1.

From the definitions (1. 1) and (1. 2) we have the following formulae:

(1. 3) $ίa}(Q\QίQU) = QdJΓUdr^UQlU) (I e Γ)

(1.4) ^

(l. 5) «

(l. 6) *

(l. 7)

The products of ϋίa]{Q\U), %3(Q) ([α], [6] e 4̂) can be defined as the

series in U and ζ), hence the polynomial ring Z[{#[α](ζ)|ί/), ̂ [ 6 ](Q)| [α],[δ]e^l}]

is well-defined.

1. 3 For each subset S in A = ΩjΓ, denote by S* the inverse image

of S by the canonical homomorphism from Ω onto A = Ω/Γ. Let us give

the abstract definition of the formal theta functions of variables U.

DEFINITION 1. Let n be a natural number and S be a finite subset

in A. Then a formal series

φ(U) = J ^

is called a formal theta function of type (n S) with coefficients in a ring R if

i_

(1. 8) λmQ{m,m) n e R ( m e S*)

and φ{U) satisfies the difference relation:

(1. 9) φ(Q(l)U) = Q(l, l)-nU(ir2"φ(U) (I e Γ).

We mean by MR(n; S) the i?-module of formal theta functions of type (»; S)

with coefficients in the ring R.
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It is easy to show that ^a-j(Q\U) belongs to MR{l;[ά])9 where R is any ring

containing the identity 1.

By the same computation as [4] we have

PROPOSITION 1. Let n be a natural number and S be a finite subset in A.

Then for any field K, $[bί-\{Qn\Un) ([δj e — s) form a base of Mκ(n; S), where

— S is the subset {[6] e A\n[b] e S] in A.

1.4 We denote by A the graded ring Z[{S[a](Q)\[a] e A}] and define

the formal theta functions of variables U ®jV.

DEFINITION 2. Let m and n be two natural numbers, and S and T be

two finite subsets in A. Then a formal theta functions of type {m x n; S x T)

with coefficients in a ring R is a formal series

φ{U ®ΛV) = Σ λm U{m)2 ®AV{ΠY

such that

(!• 1 0) ^,nQ(m,m) mQ(n,n) ^ e i ? {m e S*, n e T*)

and satisfies the difference relation

(1. 11) ?(Q(Λ;)c7 ®ylQ(Z)F) = Q(Λ, k)-mQ(l, i

Let 9(C7) = 2 AmU(ιm)2 be a formal theta functions of type (n S) with
meS*

coefficients in a ring 7?. Put

neS*

Then 9(ί/(x)jF) is a formal theta function of type (n x n; S x S) with coef-

ficients in R.

We shall show the following

L E M M A 1. The products 9ίawbilQ\U®AV)$ίa-1-ίbl(Q\U®ΛV-1) ( [ α ] , [ 6 ] e ^ )

β ^ formal theta functions of type ( 2 X 2 ; 2[α] X 2[6]) εf/ίΛ coefficients in any ring R

containing the identity 1.
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Proof. From the definition it follows that

*W+M«iU ®ΛV) ^β ].ω(01U®ΛV-*)

= Σ Q{m+a+b, m+a+b)Q{n+a-b, n+a-b)U(m+n+2a)2®AV{m-n+2b)2

j t = L + a-b, -*=L+ α -f t) ί/(*+2α) f

®ΛF(Z+2&)2.

Putting

-1)= Σ
kl

.. ι+2bU(k+2aY®ΛV(l+2b?
k,l&Γ

we have

2a> k + 2α) 2 Q(l + 26, Z + 26) 2 = l e i ? ( ί , ί e Γ).

By virtue of the definition 1 and (1. 3), it follows that

%] +w (QIQWU ®AQW) ^ [ β ] _[6] (01 Q(*)C/ (

= Q(k, k)-*Q(l, Q-*U{kY* ® AV(Q-< « w + [ 6 ] (Q11/ (g^

Thus we have proved Lemma 1, Q.E.D.

1. 5 We shall show analogeous formal results to the case of finite

variables [4]: the practical methods we shall use to prove them are to be

expounded in the next section.

LEMMA 2. Let r be a natural number. Then

0 mod- P

for any prime number p, and the matrix

is invertible.

Proof Similarly as Lemma 5 in the next section, we have

έ ί x i ϊ ^ 0 m θ d *
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oo

for any prime number φ. Since Π ̂ ic^+wiiQ) is the specialization of

%+]+[d+](^) induced by Qitj = 1 {iψ j) and Qiti = Qt (i = 1, 2, ), we

have

d e t ( % + ] + [ d + ] ( Q ) ^ _ [ c + ] + [ d + ] ( O ) ) ^ χ i ϊ r + ^ 0 mod. p

for any prime number φ. By virtue of Lemma 7 in the next section

and the above same method it follows that the matrix

[ ] ] [ ] U ] + XH+

is invertible, Q.E.D.

LEMMA 3. The matrix

is invertible, where φ^^iQ) = Σ Q{m + c+ - ί, m + c+ - Z)2 ([c+] e ^ + , [1]<ΞG).

Proof. The similar computation as Lemma 6 in the next section shows

that

CO OO

det (.π $tϊh-υdQi))H* XG = .π A

where D{ means the determinant of the matrix

Then it follows that

det(2^#]-[i,](©i))iϊ*xσ*0 mod. p
i = 1

for any prime number p. Since Π Ό[ch-[ii](Qί) is the specialization of
« = l

$$i-lt}{Q) induced by Qitj = 1 ( ι > j) and 0̂ ,̂  = ̂  {i = 1, 2, ) we have

det {$[C+]-[I\(Q))H+XG ^ ^ m o d . p

for any prime number p, which proves Lemma 3, Q.E.D.
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Using the above lemmas, by the same methods as Proposition 5 and 7

in the next section we have

PROPOSITION 2. Let [a] and [6] be in A and K a field such that

e m β ] « ? | y ) (ίcΊ^Hη be in Afc(2; 2[α]). Then $ίc+mal(Q\U)

[ c + ] e F ) / m a base of Mκ(2; 2[α]).

PROPOSITION 3. Let [α] and [b] be in A and K a field such that

^+w(Q\U)^-ίcΊ+ίa](Q\U)([c+]^Hη and $m+[b](QW)$_

belong to Mκ(2;2[ά\) and Mκ{2; 2[6]), respectively. Then

o/ Mκ(2 X 2; 2[α] X 2[6]).

THEOREM ( T H E ADDITION FORMULA)

(ίal[b]<ΞA) . .

(α(c+td+)) w /Λ̂  inverse matrix of the matrix2^

We shall obtain certain relations as corollaries of the addition formula.

Putting Vt = 1 {i — 1, 2, ), we have

COROLLARY 1.

and

fymdwHW (M

P u t t i n g Vi — U'1 {i = 1 , 2 , • • • • • ) > ^

2) The existence of the inverse matrix of this matrix is guaranteed by Lemma 2.
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COROLLARY 2.

^

§2 Infinite products of the elliptic theta functions

This section is concerned with the special case: the infinite products of

the elliptic theta functions with rational characteristics. We shall prove the

proposition corresponding to dimension theorem for Mκ{2; 2[ά]) in the case

of finite variables and the addition formula in the special case, which show

the worth-whileness of the results in the previous section.

2. 1 Let τ be a complex number of which imaginary part is positive

and 2 be a complex variable, and write q — eπ^~lτ and u = eπ^~lz, so that

\q\<l. For each element [a] in Q/Z and a natural number r, we shall

introduce the theta functions &[l]{q\ u) with rational characteristic \a\\

ϋ$(q; U) = Σ qr(tn+a)* U2(m+a\

Then this function Ό[ζ^{q]u) does not depend on the choice of the represent-

ative a of the class [a] and is absolutely convergent in any bounded domain

of values of z. In the case r = 1,

4%(q;u) = &ίal(q;u) ( M e QIZ)

are the elliptic theta functions with rational characteristics.

Recall the estimations of the these theta functions $[Z \(q\u). By the

same methods as [6], we have

LEMMA 4. Let s be the imaginary part of τ, being positive, and x be the

imaginary part of z. Then

(2. 1) \Q{${q\ u)\ ̂  e-™(r«s+^ + ̂ L,e rs ([a] e Q/Z)

and

( 2 . 2 ) \ $ & { q ; u ) - l \ ^ \ l - e - α C r α s + 2 . ) 1 + 1 * rs ( M e Q / Z ) .
Vrs
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COROLLARY 1.

(2. 3)
Irs

rs

and

πx*

(2. 4) l^ofte; *0 — 11 ^ z τ = ^ e rs

COROLLARY 2.

(2.5)

and

(2.6)

2. 2 Let r; (i = 1, 2, ) be complex numbers of which imaginary

parts Si are positive, and zi (i = 1, 2, ) be complex variables, and

write qx = eπ^τ^τi and ^ί = e*^** (f = 1, 2, ). For each element

[a] = [«!, α2> 1 in ^ a n ( i a natural number r, consider the infinite

products of the theta functions #[£](#; ut) with rational characteristic [#J:

In the same way as [6], we have

PROPOSITION 4. Let s4 (*' = 1, 2, ) be the imaginary parts of τi9 being

positive for all i. If the infinite series

is convergent, then the infinite products of the theta functions -9^] (Qi 5 ^%) with ratio-

nal characteristic [aj:

5 tf&iqtl Ui) ([a] = [al9 a29 ] e A)
i = l

βr^ absolutely convergent in any bounded domain of values of each variable zi9
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2. 3 Under the same notations in the above paragraph 2. 2, if the

infinite series

is convergent, then it follows that

π &[ail fa ut) = Σ π #x»*i+«i)2 π w <

= Σ Π q^t+'t? Π
m<=Γ i = ί t = l

Hence the infinite products Π <θίa j fa ut) ([α] e A) are special cases of the

theta functions -5jrβj(O|ί7) defined in §1, where 0?, y = 1 {i Φ j), Qi,i = Qί a n d

£/4 = w4 (βe Q; i,j = 1, 2, ).

From now on in this section, we assume that the infinite series

oo -J_

is convergent.

It is easy to show that for each [α] in A the products

CO OO

Π $\cf\+[atifa\ Ut) Π &-lcfl+tai}fa'i uί) (Cc+3 e H+)
* = 1 t = l

are well-defined and formal theta functions of type (2 2[α]) with coefficients

in a suitable field. Furthermore we shall show the proposition correspond-

ing to the dimension theorem for M#(2; 2[α]) in the case of finite variables.3)

PROPOSITION 5. Let [α] be in A and K a field such that

oo oo

Π #[<]+[«,] fa; Ui) Π $-ictmat}fa;Ui) ([c+] e /ί+) Â  iw ΛΓκ(2; 2[α]). ΓA^Λ

oo oo

Π Όlcti+la^fa I Ui) Π $ -[c t

+]+[β t](^; ^i) ([c+] G. H+)
1 = 1 * = 1

> m a base of Mκ(2; 2[α]).

We shall start with a lemma which will be needed for the proof of the

proposition.

3) See Proposition 2 in [4].
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LEMMA 5. Let r be a natural number. Then for any prime number p

OO CO

det{ Π -9ietiHdtl(Qi) Π $-icfi+idn{Qi))H+rXHi & 0 mod. p

00 °°
where ( Π ̂ ccfl+μflto) Π #-[<H-[<^] to) )#?><#; w fl 2rx2r-matrix of which [c+]x[d+]-

i = l
OO OO

-components ([c+], [d+] e JΪJ) αr^ Π ̂ fa+ϋ+μnto) Π #-fo+]+μt

+]to).
ί = l £ = 1

f. From the definition, we have

CO OO

det ( Π -Bictwdfl fa) Π -ictmdn to) )H;XH*
1=1 i—l

= (•• Π S2

m(qt) Y' det ( Π ^ ] + ί i n («,) Π «-W ]+«ιn(ft) )•
ί=r+l ί=l ί=l

Since Π -5[o](̂ ) ̂  0 mod.2) for any prime number p, Lemma 1 in [4] proves

the lemma, Q.E.D.

2. 4 We shall give Jacobi's expression for the elliptic theta functions

with rational characteristics as infinite products, which is a generalization of

Jacobi's expression of so called Jacobi's theta function $3{z, #)4) and can give

not upper estimations only but lower estimations of these theta functions.

PROPOSITION 6 (JACOBI). Let [a] be in QjZ. Then

& (q; U) = qa*u2a Π (1 - q2i) Π (1 + q2ί+2a~1u2) Π (1 + q2i^a-χu-2).
L ί=l i=l i=l

Proof Consider the product composed of a finite number of factors

Fm(u) = Π (1 + q2**2*-1!**) Π (1 + q2t'2a"ιW2).
i=l t = l

This expression developed according to positive and negative powers of u is

of the form

Fm{u) = AT' + (AT>u2 + A^u"2) + {A$?u2m + A™u'2m).

Therefore it follows that

Mm) — nrn2+2am MM) — nm
z-2am

4) See p. 464 and 469 in [7].
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The following identity, which may be at once verified,

(q2m + q2a+1u2)Fm(qu) = (1 + q2m+2a+1u2)Fm(u)

gives between two consecutive coefficients AT+i and A^ or ^45J+1) and A^

the relations

j^m _ (1 q ) ^4c?n)

q2ι+2a+1(l — q2m-2t)

a sϊ2m+2i+2\

q2ί-2a+i^__

Thus we have

Λ-1 q (1 - qη (l-q<) (ϊ

Now put

F(u) = lim FJu)

Then F{u) is absolutely (and uniformaly) convergent in any bounded do-

main of values of variables of z9 and

oo

Ai = l im AT> = qi2 +2ai ( Π (1 - q2j) )~ι

m-ϊco j= 1

-t = l im A'™? = q*2-2ai ( Π (1 - q2J)'K
•m—>oo j — 1

Therefore we have

qa2u2a Π (1 - q23) F(u) = ^α 2w 2 α

y=l w

This proves Proposition 6, Q.E.D.
oo

In general, consider an infinite product Π (1 + a^ such that at are all
i = l

non-negative real numbers and ai—>0 (i—> oo). Then it follows that

U (1 + at) n£ eiml .
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F u r t h e r m o r e a s s u m e t h a t α ^ < -^- (i = 1, 2, • • • • ) • T h e n i t f o l l o w s t h a t

0 0 - 2 Σ <*i

Π (1-αJ^e *=1 .
*=i

Under the same notations in the previous paragraph 2. 1, using the

above we have the following as corollaries of Proposition 6.

COROLLARY 1. Let z be in any bounded domain and c denote the maximum

of \u\2 and \u\~2. Then

(2. 7) \$M(Γ, u)\ ̂  \q\a*caeβ ([a] e Q/Z).

where \q\2 + c{ \q\2a+1 + | g l " 2 t t + 1 l
p Γ _ _ .

C O R O L L A R Y 2. Let r be a natural number and \q\* denote the maximum of

three elements \q\2r, \q\2ra+r and \q\~2ra+r where a is an element in Q. If

k l * < - τ r , then

(2. 8) |0 | r α>«iφ2> \4akq)\ ^\q\ra2e~12^ (M e Q/Z).

2. 5 Proo/ 0/ Proposition 5. Step 1°. Let / be any finite subset of H+.

Then we shall show that the subsystem

00 00

{ Π φcfl+M (ft 5 Ui) Π -#-[ct]+M(ft; Mi)}[e+]€/
t = l t = l

00 00

of the system { Π $[«?]+[*,] (ft «i) Π 8-[ct

+]+M(ft; Mt)}[c

+]efl + is linearly in-
£ = 1 ί = l

dependent over if. There exists a natural number r such that / c HΪ,

then by virtue of Lemma 5 we have

00 00

(2. 9) det ( Π fycti+ffll (ft) Π #-[ct]+[^] {qi))mχ+

r & 0 mod. p
ί l i l

00

for any prime number p. From (1.7) we can show that II $ict]+id*-\ (ft)

00 00 (dt—a ^ 2 °°

Π ^-[cίwdnίft) i s t n e specialization of Π ft^ ' i y Π f e + [ β i ] f e ; ^ )
i = l t = l £=1

Π^~[cί]+[βt](ft; Mi) induced by the replacement ut = q£dϊ-a^. Therefore the
ί = l

00 00

relation (2. 9) implies that { Π #[<?]+[«,] (ft «i) Π ̂ -[^j+t^iίft; Mt)l[e*]efr; hence
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oo oo

{ Π φcίj+M (& Uι) Π $-[cn+[aί-\ (qi z/J}[c+]e/ are linearly independent over K.
oo oo

Thus Π #[ct]+Mte; «t) Π ^-[cj]-Kβ*]te; «i) (fci e #+) are linearly indepen-
i=l i-l

dent over ϋΓ.
Step 2°. We shall next show that any element of Mκ(2; 2[α]) is a linear

oo oo

combination of Π <9[cn+[ai] {qt w<) Π ^-toH-foite; M*) (fc+] e ^ + ) with coeffici-
i = l £=1

oo

ents in K. Since Π ^CU+M (gf M^2) ί f l e G ) form a base of Afκ(2;2[α]) by

virtue of Proposition 1, it is sufficient to show that the linear transformation
oo oo

matrix of the base { Π %]+[*,] (tff; «f)}weG to the system { Π φt]+M
ί = l ί = l

^J Π # - K ] + M ( ^ ; î)}[c
+]e/f+ is invertible. From the definition it follows that

f = l

oo oo

π fycwtiiqii ui) π $-[cn+M(qi; ut)
ji ii

oo oo

Σ π $$h-M (?*) π
]eGi = l ι i = l

where by (2. 7) and (2. 8) it is easy to show that the right hand is abso-

lutely convergent in any bounded domain of values of each variable zt.

Let T denote the linear transformation matrix. Then we have

and shall show the following:

LEMMA 6. The matrix

i = l *

is invertible.

Proof. For any natural i, put

and
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A = det

Then it follows that

and

0?0)

0? 0)

Put

Tr =

(
t = l

for any natural number r. Then it follows that

1 r-lP(0, 0) * r-1H0.|) \

/ i r-iP(0, 0) -ί r-lP(o.i) \

By (2. 10), (2. 11) and the induction on r, it follows that

(2. 12) T*Γr = £ r

where Er is the identity matrix of order 2 r. Let T* denote the matrix of
CO CO

which [c+] x [Z]-components ([c+] e /ί+, [Z] e G) are ( Π AΓ 1 ( Π ff(cf,tt)) Here

we shall show that the matrix of infinite order T* is well-defined; it is

sufficient to show that the infinite product

(2. 13)
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is convergent and non-zero. This infinite product (2. 13) is absolutely con-

vergent if and only if the infinite sum

(2. 14)

is convergent. We may assume that \qi\ < -— for all i. From the inequa-

lities (2. 6) and (2. 8) we have

Σ
f = l

is / i tί

where 5̂  are the imaginary parts of zt. Therefore the infinite sum (2. 14)

is convergent, hence the infinite product (2. 13) is convergent and non-zero.

From (2. 12) it follows that the matrix T is invertible, Q.E.D.

Thus we complete the proof of Proposition 5.

2. 6 Finally we shall show the addition formula in this special case.

We start with showing

LEMMA 7. The matrix F

Π ίW )
£ = 1

is invertible.

Proof. For any natural number i, put

(9,)
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A = det I

Then we have

F = (

For any natural number r put

Ft = (.
.

Then the similar computation as Lemma. 6 shows that

(2. 15) F*Fr = Er ( r = l , 2, )

where Zsr is the identity matrix of order 2 r. Let F* denote the matrix

of which [c+] x [<Γ]-components flc+], W+] e= H+) are ( Π A)"1 Π r%\d+). Here

we shall show that the matrix of infinite order F* is well-defined: it is

sufficient to show that the infinite product

(2. 16)
.

is convergent and non-zero. This infinite product is absolutely convergent

if and only if the infinite sum

is convergent. From (2. 5) and (2. 6) we have

Σ
i=l

vst

i )Ί
5i / J
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Hence the infinite product (2. 16) is convergent and non-zero. From (2. 15)

it follows that the matrix F is invertible, Q.E.D.

By the same computation as Proposition 5 we have

PROPOSITION 7. Let [a] and [6] be in A and K a field such that
CO CO OO OO

Π ίfo u W f t Ui) Π <#-[<r+]+[α<] (ft ut) ([c+] e IT) and Π &&]+&] (ft υt) Ίl $-&]

(QilVi) ([c+] e i/+) & /̂on̂  to M^(2; 2[α]) flm/ Jlfc(2; 2[6]), respectively. Then
CO OO OO OO

/' Mχ(2 X 2; 2[α] X 2[ά]).

THEOREM ( T H E ADDITION FORMULA)

oo oo

Π Φβii+c&i] (ft ^iVi) Π ^[β«]-.M(ft;
l i l

= Σ «(c+,d+) π ^i+i+[«ι] (ft ut) Π 5-[<]+[β<] (^ u^ Π ^i+tfc,] (ft
[c+],[d+]e£Γ+ t = l t = l i = l

Π -5-κ+]+[δ£τ(^; v4) ( M , [6] e
i = l

(«(c+,d+)) ύ ίfe inverse matrix of the matrix5^

oo oo

( Π $[cti+[dn(qi) Π ̂ -[c/i+t^ί^J^x^ .
* 1 ι l

(
* = 1

By virtue of Lemma 1 and Proposition 7 we have

CO OO

Π ^tej+M (ft « Λ ) Π ̂ [β,Mw(ft; ^ ^ I 1 )
i=l i=l

CO OO OO

Σ hc\d+)π ^ [ < ] + M (ft Ki) π 5-[ct*]+[β.] (ft a,) n ^ [ ^
[c+],[d+]€fί+ £ = 1 * = 1 ί = l

CO

Π ^-Lrf*+]+M(ft5 Vi)
ί = l

Putting Ui = ft and ^ = ft (i = 1, 2, ), we have

5) The existence of the inverse matrix of this matrix is guaranteed by Lemma 7.
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)
i — 1

Here we shall show that the right hand double series of the addition formula

is absolutely convergent in any bounded domain of values of each variable

i and wi9 where ut =

oo

Π -ΘίaΛ+ibβ (qt
l

** and vt = eπ^-Γwi {i = 1, 2,

oo

Π fyaA-M (ft UiV-1) =
1

Put

Let all variables î and wt (i = 1, 2, ) lie in one and the same

bounded domain. Then by virtue of the proof of Lemma 7 and (2. 7) we

have

π π

where iV is an integer such that c\ = d\ — 0 for all i > iV, and C is a

constant depending only on [a] and [b]. Put

Here we may assume that \q

(2. 8) it follows that for all i

(2.i7) 7(c+'rf+\*.

-K- for all i. Then from the inequalities

(cί + rfj = 0)

Expanding the integers in the 2-adic numbers, we can identify H+ with the

set {0, 1, 2, } consisting non-negative integers. Put

oo

Consider the infinite series J]σm defined by

m=0

0Q = 19*0,0)1
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CO

It is well-known that the series Σ <*m is convergent if and only if the double
oo

series Σ |P(c\«r)l = Σ \Ψ*κt>\ is convergent. By virtue of the in-
[c+]. [d+]εiϊ+ k,l=0

equalities (2. 17) we have

_ 24 £ | α | i
<r0 = e i-i

Therefore

00 1
where sj are the imaginary parts of τ}. Since the series Σ /— is con-

i=i vSj

vergent, the series

Σ
ί = l

and

are convergent. Hence the double series Σ l9r/.+ d+>>i is convergent,

which completes the proof of Theorem, Q.E.D.

2. 7 Let r i fj (/, j = 1, 2, ) be complex numbers such r ί f J = r^ ,

and 24 (i = 1, 2, ) be complex variables. For the sake of simplicity

we shall use the matrices notations τ = {zitj) and z = {zl9 z2, ). In

[6] we introduced the theta functions of variables z with rational character-

istics [α]:

We showed the sufficient conditions under which these theta functions are

absolutely convergent.6) Then for these theta functions is an addition form-

ula realized?

6) See Proposition 2 and 3 in [6],
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