
Journal of Glaciology, Vol. 31, No. 109, 1985 

TWO-DIMENSIONAL, TIME-DEPENDENT MODELING OF 
AN ARBITRARILY SHAPED ICE MASS WITH THE 

FINITE-ELEMENT TECHNIQUE 

By STEVEN M . HODGE 

(Cryosphere Interactions Project , U .S. G eological Survey, Tacoma , Washington 98416 , U .S.A .) 

ABSTRACT. The two-dimensional, time-dependent flow 
of an arbitrarily shaped ice mass can be successfully 
modeled with the finite-element technique on a small 
computer. Methods developed for automatically generating 
the mesh data greatly simplify the data preparation and 
optimize the numerical simulations. Using quadratic basis 
functions permits the flow to be approximated quite 
adequately by only two element rows (five nodes 
vertically). Mixed- order basis functions , however, must be 
used so that numerical oscillations do not set in, and the 
ends of the ice mass, where the thickness tends to zero, 
must be treated carefully. Time simulations to a steady-state 
condition are necessary to test such numerical models 
adequately. 

South Cascade Glacier, Washington, is currently close to 
equilibrium. A bedrock sill dominates the bed topography in 
the lower half of the glacier, rising to a height of about 
20% of the ice thickness. This sill produces a maximum 
increase in the overall thickness of about 6-7% compared to 
what the thickness would have been if the sill were not 
present. Finally, this glacier does not appear to be sliding 
much, if at all, despite its maritime alpine environment. 
This could help explain the difficulties encountered when 
trying to measure sliding and basal water pressures on the 
same glacier (Hodge, 1979), or it could imply that drag 
exerted by the valley walls has a significantly greater effect 
than conventional shape-factor concepts imply. 

REsuME. Modelisation il deux dimensions en fonction du 
temps d'une masse de glace de forme quelconque par la 
technique des elements finis . L'ecoulement bidimensionnel 
fonction du temps d'une masse de glace de forme 
quelconque peut-etre modelise avec succes par la technique 
des elements finis it l'aide d'un petit calculateur. Une 
generation automatique du maillage simplifie grandement la 
preparation des donnees et optimise les simulations 
numeriques. L'utilisation de fonctions d'interpolation 
quadratiques permet d'approcher convenablement l'ecoulement 
a l'aide de seulement 2 couches d'elements (5 noeuds selon 
une verticale). Pour eviter des oscillations numeriques il faut 
utiliser une interpolation mixte. Les parties terminales de la 
masse de glace ou l'epaisseur tend vers zero demandent un 
traitement soigne. Des simulations de l'evolution vers le 
regime permanent sont necessaires pour tester correctement 
de tels modeles numeriques . 

INTRODUCTION 

During the past decade several authors have used the 
finite-element technique to model numerically the flow of 
an ice mass; Nguyen (unpublished), Schmidt (1977), Iken 
(1977, 1981), Hooke and others (1979), Emery and others 
(1979), MacAyeal and Thomas (1982, 1984), Sikonia (1982), 
Fastook and Schmidt (1982), Echelmeyer (1983), and 
Raymond (1983) . Applications have ranged from the overall 
motion of the Ross Ice Shelf (MacAyeal and Thomas, 1982, 
1984) to the development of a crack near an ice cliff (Iken, 
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Le South Cascade Glacier, Washington, est actuellement 
en equilibre. Une surelevation du bedrock domine la topo­
graphie du lit dans la partie inferieure du glacier, s'elevant 
jusqu'it environ 20% de l'epaisseur de glace. Cette 
surelevation produit une augmentation d'epaisseur de glace 
de 6 it 7% par rapport it celle qui existerait en son absence. 
Enfin, ce glacier ne presente pratiquement pas de glissement 
basal, malgre son environnement alpin et maritime. Ceci 
pourrait expliquer les difficultes recontrees pour mesurer le 
glissement et la pression de l'eau sous-glaciaire sur ce 
glacier (Hodge, 1979) ou indiquer que le frottement des 
bords de la vallee a une influence plus importante que celle 
deduite du concept classique de facteur de forme. 

ZUSAMMENFASSUNG. Zweidimensionale. zeitabhiingige 
Model/bi/dung fur eine Eismasse von beliebiger Gestalt mit 
der Methode der finiten Elemente. Der zweidimensionale, 
zeitabhlingige Fluss einer Eismasse von beliebiger Gestalt 
kann erfolgreich mit der Methode der finiten Elemente auf 
einem Kleinrechner modelliert werden. Verfahren zur auto­
matischen Erzeugung der Maschendaten vereinfachen die 
Datenaufbereitung weitgehend und optImleren die 
numerischen Simulationen. Mit Hilfe quadratischer Basis­
funktionen kann der Fluss hinreichend durch nur zwei 
Elementreihen (mit jeweils 5 Vertikalwerten) angen1ihert 
werden. Allerdings mussen Basisfunktionen gemischten 
Grades herangezogen werden, damit keine Oszillationen 
einsetzen; die R1inder der Eismasse, wo deren Dicke gegen 
Null geht, mussen sorgf1iltig behandelt werden. 
Zeitsimulationen fur einen station1iren Zustand sind fur 
einen ausreichenden Test solcher numerischer Modelle 
notwendig. 

Der South Cascade Glacier in Washington verMlt sich 
derzeit ann1ihernd station!ir. Eine Felsschwelle bestimmt die 
Gestalt des Bettes fur die untere H1ilfte des Gletschers; sie 
steigt bis zu einer H6he von etwa 20% der Eisdicke an . 
Diese Schwelle bewirkt eine maximale Zunahme der 
mittieren Dicke von rund 6-7% gegenuber der Dicke bei 
Fehlen der Schwelle. Schliesslich scheint dieser Gletscher nur 
wenig, wenn uberhaupt zu gleiten, trotz seiner maritim­
alpinen Umgebung. Dies k6nne die Erkl1irung jener 
Schwierigkeiten erleichtern, die auftreten, wenn man die 
Gleitbewegung und den Wasserdruck am Untergrund dieses 
Gletschers messen will (Hodge, 1979); es k6nnte ab er auch 
bedeuten, dass die Hemmung durch die Talw!inde sich weit 
st1irker auswirkt, als konventionelle Konzepte fur 
Formparameter vermuten lassen. 

1977), and from a fast-moving, calving temperate glacier 
(Sikonia, 1982) to a slow-moving, cold ice cap (Hooke and 
others, 1979). 

The method is thus well established as a powerful tool 
to analyze many different topics in ice dynamics. Much of 
the reason for this popularity lies in its ability to handle 
boundary conditions easily, in particular, the complex geo­
metric shapes of typical ice masses in the real world. It also 
lends itself to a modular programming approach, which 
makes it readily adaptable to different situations. 

None of the published works, however, addresses 
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specifically the time-dependent modeling of an arbitrarily 
shaped ice mass. Such generality, at least for plane ("two­
dimensional") flow, was one of two primary objectives of 
this paper. The other was to develop procedures to allow 
the model to be used by someone who had only a cursory 
knowledge of the details of the method, and to require, as 
much as possible, only glaciological data as input. These ob­
jectives were achieved and the resulting software will be 
described extensively in a forthcoming open-file report of 
the U.S. Geological Survey. This will make a reasonably 
general finite-element ice-flow model available to the 
glaciologist who has neither the time nor the inclination to 
commit himself to a long and often frustrating development 
period. 

This model is based on an earlier one used by Sikonia 
(1982) on the lowermost section of Columbia Glacier, 
Alaska. Numerous minor improvements were made to 
achieve the above objectives but only the two major ones 
will be described here: mode ling of a "typical" glacier end, 
where the ice thickness tends to zero, and an automatic 
procedure for generating an appropriate "mesh" of "finite 
elements" for approximating the specified geometry. Neither 
of these features appears in previous works but their 
inclusion enables analysis of different problems to be done 
without any program modification or extensive data 
preparations. 

THE FINITE-ELEMENT METHOD 

A disadvantage of the finite-element method is that it 
is conceptually more difficult to understand than its finite­
difference counterpart for solving differential equations. A 
description detailed enough to give a working knowledge of 
the method covers many chapters in a book and is beyond 
the scope of this paper. Many text-books describe the 
method in ample detail, for example, Zienkiewicz (1977) or 
Lapidus and Pinder (1982). Nevertheless, a brief description 
of the method and its terminology is given to serve both as 
a basis for subsequent discussions and as a partial review of 
the subject for the glaciological literature, which has not 
been done previously. 

The region of interest is subdivided into a set of dis­
crete sub-regions, called "finite elements", and the unknown 
functions, u(x) , are approximated within each element by 
some linear combination of interpolating polynomials, Ilxi)' 
referred to as "shape" or "basis" functions: 

(1) 

where Xi represents the spatial coordinates and the Uj are 
coefficients to be determined. The degree of these basis 
functions is specified, based on the desired physical size of 
the elements and upon some a priori knowledge of how the 
functions are likely to vary within each element. 

A set of N points (or "nodes") is then chosen within 
each element and the basis functions selected so that func­
tion Ij has a value of one at node j, and a value of zero 
at all other nodes. When this is done, U j becomes the value 
of the unknown function at that node. The number and 
distribution of the nodes are dictated by the maximum de­
gree of the basis functions chosen. Since polynomials are 
used, all derivatives in the original differential equations are 
now easily evaluated when Equation (1) is substituted for 
the unknown functions. 

By utilizing a method of "weighted residuals", the 
differential equations can be converted to a set of linear 
simultaneous equations, one for each unknown coefficient 
Uj , which can then be solved using standard methods. In 
tlie process, the differential equations are changed to an 
integral form, with the integrations performed over the 
entire domain of the element (or along its surface for 
boundary conditions). The solution obtained thus 
approximates the true one in an integral sense over each 
element, rather than only at discrete points as in a finite­
difference formulation. This implies that the elements can 
be made bigger, that is, more "finite", and thus hopefully 
fewer nodes are required for an adequate solution to the 
problem. 
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Furthermore, since an integral over a region is equal to 
the sum of integrals over a set of sub-regions, the 
equations for all elements can be combined into a "global" 
set of linear simultaneous equations. Although this results in 
a large number of unknowns and equations (hundreds or 
thousands), the solution for the entire ice mass can still be 
obtained with standard methods for such equations. 

Basis functions are also used to handle curvilinear 
element shapes rather than being restricted to purely 
rectangular ones. This model utilizes "isoparametric" 
elements, in which basis functions of the same degree are 
used for both the unknown function interpolation and the 
coordinate transformation (Zienkiewicz, 1977). 

The heart of the finite-element method is the basis 
functions. They specify how the functional variation across 
the element is to be approximated. The reader is cautioned 
to keep Equation (I) in mind and not to interpret a basis 
function directly as a "conventional" interpolating polynomial. 
This is particularly true for two-dimensional basis functions 
(which are used here); these are formed by combining basis 
functions defined separately for the two coordinate 
directions. This allows "mixed-order" basis functions to be 
used, for example, linear in one direction but quadratic in 
the other. In fact, the order can be different along opposite 
edges of an element, which allows a transition to be made, 
if desired, between different degrees of functional 
variation. 

The basis functions are also defined separately for each 
unknown function. Thus, by varying the number and distri­
bution of nodes in an element and, whether or not a 
particular function is assigned to a particular node, many 
complex physical situations can be simulated. In addition, 
the elements and nodes can be distributed non-uniformly 
over the entire region of interest so that the calculations 
can be concentrated where the unknowns are varying more 
rapidly. 

Another advantage of the particular manner in which 
basis functions are developed is that it is possible to write 
computer code which can automatically select different 
orders of basis functions, depending upon the input (Taylor, 
1977). The model does not have to be tied rigidly to any 
particular type; the one described here, in fact, can 
alternate between various basis functions by changing a 
single input variable. 

APPLICA nON TO ICE FLOW 

The particular formulation of the method applicable to 
the flow of viscous materials has been given by Zienkiewicz 
(1977), and the adaptation of this for ice flow that is used 
here has been given by Sikonia (1982) . Velocity and 
pressure are treated as the dependent variables; pressure 
must be added because in a fluid the deformation rates are 
related only to the deviatoric stresses and so the pressure 
term is necessary to complete the stress solution. 

Field equations 
The governing differential equations are those of con­

servation of momentum, 

Uij.j + Fi = 0 (2) 

where uij is the stress tensor, Fi are the body forces, a 
comma denotes differentiation and a repeated index implies 
summation over that index; and conservation of mass, 

u·· = 0 1,1 (3) 

where ui now refers only to the velocity unknowns. The in­
dices i.j range over the different spatial coordinates used (a 
total of two in this model). The body forces are simply 
those imposed by gravity: 

(4) 

where p is the ice density and g i the acceleration of 
gravity. Equation (2) assumes that ice flows by creep and 
that inertial effects are negligible; Equation (3) assumes that 
ice is incompressible. These are realistic simplifications and 
any approximation that they . introduce is undoubtedly 
insignificant relative to other uncertainties. 
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The constitutive relationship between stress and deform­
ation rate that is used in the model is the usual Glen's flow 
law: 

(5) 

where dij is the deformation-rate tensor, related to the 
velocity gradients by its definition 

dij = (ui ,j + u j ,i)/ 2; 

T" is the stress-deviator tensor, defined as 
IJ 

Tlj = aij - p6ij; 

T is the effective shear stress, defined as 

(6) 

(7) 

(8) 

A and n are constants which are specified, 6ij is the 
Kronecker delta, and p is the pressure, defined as 

p = -uii/ 3. (9) 

This is the usual starting point for most ice-flow 
analyses, either analytical or numerical (Raymond, 1980; 
Paterson, [c1981D. The effective shear stress T is a function 
of all the shear-stress components and thus introduces a 
non-linearity into the problem. This is incorporated into 
the calculations using the iterative Newton-Raphson 
method. 

Approximations 
The only significant approximation made so far is the 

one which assumes that Glen's flow law is, in fact , the true 
constitutive relation. The parameters A and n can be fixed 
constants for the entire ice mass or they can be prescribed 
as known funct ions of the spatial coordinates if desired . 
The singularity exhibited by such a flow law, where 
viscosity becomes infinite as the stress approaches zero at 
the ice surface (Hutter, [c 19831, p. 92), should not affect 
the model significantly since the Gaussian integration 
schemes never require evaluation of the flow law along any 
surfaces of the ice mass. Alternate flow laws, such as that 
suggested by Smith and Morland (1981), could be added but 
it is not clear whether this would be worth the effort since 
the values of a flow law's coefficients probably introduce a 
far greater uncertainty than does the form of the law 
itself. 

Except for temperature and the approximations inherent 
in the finite-element technique itself, the only other 
approximation made is that the ice flow is planar, or "two­
dimensional". The model simulates the ice motion in a 
vertical section following some given flow line, and assumes 
this section is identical to all adjacent sections (in the 
transverse direction). A two-dimensional coordinate system, 
fixed in space, is assigned to this vertical section: X is 
horizontal, positive in the direction of flow, and Z is verti­
cal, positive upward. With the plane-flow assumption, 
Equations (2) and (3) reduce to three equations in three un­
knowns: U , the X -component of velocity, W, the 
Z-component of velocity, and P, the pressure. Thus, given 
the geometry of the ice mass, the complete velocity and 
pressure distribution can be calculated. 

Although the ice mass is assumed to be isothermal in 
this paper, this is not a mandatory restriction of the mode\. 
It can be made partially temperature-dependent if necessary. 
The ice temperature can be specified (as a function of Z , 
or of both X and Z) or it can be calculated at each 
iteration by using the steady-state temperature distribution 
derived by Robin (1955). Once the temperature at a point 
is known, it is used to adjust the parameter A in the flow 
law by using the Arrhenius relation (Paterson, [c 1981 D. 
This can only be considered a rough approximation, 
however, since it only represents a steady-state decoup1ed 
solution. 

No other approximations are made. Any physically 
reasonable surface and bed topography, for example, can be 
specified. 
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Time-dependency 
This is introduced by allowing the upper surface of the 

ice to be a "free" surface . The velocity vectors along this 
surface are used to project the surface to a new position at 
a time At later. This gives a new ice-mass configuration, 
which is then solved as before for a new velocity 
distribution . The process is then repeated as often as 
necessary to simulate the time evolution of the ice mass . 
This simple explicit time-stepping technique can be used for 
any slow (creep) flow, where acceleration effects are 
negligible (Zienkiewicz, 1977). If the time interval is made 
too large, the solution will break down; in practice, 
however, typical desired intervals are well within this limit. 
Time is thus not directly an independent variable, since it 
is not necessary to do this for ice flow. The model is still 
referred to as "time-dependent", however, even though the 
term "geometrically dynamic" (Sikonia, 1982) is probably 
more appropriate. 

Accumulation and ablation also affect the position of 
the ice surface. To incorporate their effects and perform 
the time-stepping, Sikonia (1982) added a fourth unknown, 
the rate of change of thickness Ii(X), and a fourth 
equation: 

h - b - Ve = 0 (10) 

where b is the balance rate (in m a- 1 of ice equivalent) and 
V is the "emergence velocity", defined by resolving the 
v:locity vector at the surface into a component tangential to 
the surface and a component in the vertical direction, 
which is V . The vertical, rather than normal component is 
used since e both Ii and b are defined in this direction. 
Equation (10) is incorporated into the solution equations 
using the Galerkin method of weighted residuals; details 
have been given by Sikonia (1982). This unknown is 
defined only for the surface nodes and is solved simul­
taneously along with U, W, and P. 

Boundary conditions 
The upper surface is assumed to be stress-free. The 

lower surface can be either sliding or not sliding. For the 
application described in this paper, the no-slip condition is 
used. In addition, an artificial boundary condition has to be 
added at the ends of the ice mass, because of the particular 
method by which these are modeled; this is detailed in a 
later section. 

These boundary conditions are all that are needed to 
obtain stress, deformation rate, velocity, and pressure at a 
given time . When time-stepping is performed, the net 
balance 6 along the surface of the ice must also be 
specified . This can be done either as a function of X or Z . 

A sliding-boundary condition, although not used here, 
is also incorporated into the model. Since the shear stress 
and normal pressure at the bed are known quantities once 
the finite-element solution has been obtained, theories such 
as those of Weertman (1957), Bindschadler (1983), or 
Morland and others (1984) can be used to calculate the 
sliding velocity. This is then applied as a boundary 
condition to the next iteration or time step. Alternatively, 
sliding can be simulated with a thin row of mesh elements 
along the base of the ice in which the parameter A in the 
flow law is artificially increased to produce a layer of 
lower viscosity (Sikonia, 1982). In all cases, additional input 
data , such as bed roughness, water discharge, friction co­
efficient, or observed surface velocity, are required. 

Basis functions 
Following Sikonia (1982), quadratic basis functions are 

used for all the unknowns, with the partial exception of the 
pressure, which is assumed to vary quadratically in the 
horizontal direction but only linearly in the vertical 
direction. Most, if not all, of the previous finite-element 
ice-flow models only utilize linear basis functions. Since this 
can be shown to resemble closely certain finite-difference 
formulations, at least for rectangular elements (Lapidus and 
Pinder, 1982), the real power of the finite-element method 
is only realized when using higher-order basis functions . 
Quadratic basis functions can probably handle a wider range 
of ice-flow problems. Furthermore, since they are also used 
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to approximate the bed and surface topography, more 
realistic configurations can be modeled. 

This is a mixed-order interpolation scheme. Each 
element is a curvilinear quadrilateral with nine nodes, 
arranged in a 3 x 3 pattern. "Lagrangian" basis functions, 
formed from Lagrange polynomials, are used. Since pressure 
is always assumed to be linear vertically, the middle hori­
zontal row of each element does not have a pressure 
unknown assigned to it. Globally, the nodes are arranged in 
vertical columns and curvilinear rows (Fig. I). 

Computer code 
The basic computer code used here is available in the 

literature: a general purpose program for finite-element 
analysis, coded in FORTRAN, has been given by Taylor 
(1977), and the modifications necessary for ice have been 
given by Sikonia (1982). 

MESH GENERATION 

A set of "mesh-generation" routines was developed to 
create automatically from glaciological data not only suitable 
coordinates for the mesh nodes but also the boundary con­
ditions and all the other input required by the finite­
element routines. The input data consist of the bed 
elevation, the surface elevation, and the balance rate. This 
is a significant improvement over earlier models in which 
such information must be generated manually. It simplifies 
enormously the preparation of the data for the program. It 
eliminates any human bias which might be introduced in 
deciding where to place the mesh nodes. Also, if the 
technique is suitably chosen, it can optimize, at least to 
some extent, the node distribution specifically for the 
analysis of ice flow, and can then maintain this 
optimization regardless of how the geometry of the ice mass 
changes with time. 

To achieve this optimization, several methods were 
tried. Most were abandoned because they were not robust 
enough to work on a wide variety of surface and bed 
geometries. The one finally adopted is outlined in detail in 

_x-- - - --x_ -- -
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the Appendix. The X -coordinates of the nodes are 
determined by adjusting iteratively the widths of each ele­
ment column so that the elements are narrower where the 
geometry changes are greater, using as criteria a 
combination of the mean thickness change and mean bed 
curvature across the column. The Z-coordinates of ' the 
nodes are determined by requiring each element to have an 
equal fraction of the total deformational ice velocity occurr­
ing across it, assuming that plane laminar flow were taking 
place. The algorithm allows specification of the overall 
amount of adjustment that the element widths undergo by 
using a parameter, 6 (see Appendix). The maximum value 
of 6 that can be obtained will vary from one glacier to 
another since the amount of adjustment must remain less 
than the typical wavelengths in the surface and bed topog­
raphy. 

Figure I shows the results of such an adjustment on 
South Cascade Glacier for a value of 6 - 100%, which is 
the value used throughout the remainder of this paper. 
Values up to 200% were easily obtained but higher values 
could only be approximated; this is thus the limit for this 
particular topography. The slope of the element boundaries 
is in general discontinuous between elements since the trans­
formation from curvilinear coordinates is done separately for 
each element. Since quadratic basis functions are used for 
the transformation, each element boundary is effectively 
approximated by some quadratic shape. 

ZERO-THICKNESS ENDS 

If loss of material at the terminus of an ice mass is 
dominated by ablation, rather than by calving, the ice 
thickness tapers gradually to zero. This condition also occurs 
at the upper end provided the ice is not thick enough to 
"cap" the high point of the bed topography and flow away 
in either direction. These situations are quite common, 
particularly for temperate glaciers, and are referred to here 
as "zero-thickness ends". 

The finite-element method allows a transition to be 
made between different element shapes. Hence this condition 
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Fig. 1. The input data used for the modeling. The surface and bed topography each consist of about 
70 points specified approximately uniformly in X. Cubic splines are used to interpolate . in each 
data set. All other figures use the same scale and origin along both axes and so the aXIs labels 
are not shown on them. The solid dots and short dashed lines are the finite-element mesh 
generated by the algorithm described in the AppendiX. for 6 : 100%; thus the widest element 
column (the fifth from the left) is twice the width of the narrowest (the leftmost) . Th,s 10 x 2 
element mesh is the one used for most of the other simulations in the other figures . Each element 
is a 9-node quadrilateral; the three nodes in each direction allow use of quadratic basis functions. 
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could be realistically mode led by using triangular elements 
at the end, with quadrilaterals elsewhere. An easier way, 
however, which appears to work equally well in practice, is 
to truncate the ice artificially so that it has a small, but 
non-zero, specified thickness at the end of the mesh. This 
short vertical face is assigned the same number of nodes as 
elsewhere, which allows the same element types to be used 
throughout the ice mass. These highly disproportionate 
quadrilateral elements do not cause any problems, which is 
ample testimony to the enormous flexibility of the basis­
function concept. 

Hydrostatic ice pressure is applied along this face as a 
boundary condition to approximate the "missing" triangular 
wedge of ice. Otherwise, the nodes here are free to move 
just as they can elsewhere. 

For geometrically static modeling, this would be 
sufficient. When time-dependency is added, however, 
additional considerations are necessary. First, the computed 
velocity at the end of the ice cannot be used to calculate 
the amount of advance or retreat of the end in the same 
way that it was used to project the surface at each time 
step, because this fails to account for the effective advance 
or retreat caused solely by the balance rate. This effect, in 
fact, is the only way a zero-thickness no-sliding end can 
advance or retreat, since the velocity is zero by definition 
in this case. The correct procedure is a "bed/surface-inter­
section" method in which the new surface is formed by 
using the solution for Ii as outlined previously, and then the 
intersection of this with the bed is located and used as the 
new position. This requires extrapolation for an advancing 
end and interpolation for a retreating one. 

Such considerations apply equally to the head or term­
inus of the glacier, provided they are both free to advance 
or retreat. Often, however, it is desired to keep the head 
~f the ice mass fixed. This can be easily done by requiring 
h to be zero here, or by maintaining a fixed X -coordinate 
for the start of the mesh, but, in either case, the balance 
rate must also be zero at this point. If not, an unrealistic 
bump forms near the end. This point is easily overlooked 
because measured balance data typically do not extend right 
to the very head of an ice mass and positive non-zero 
values measured in the accumulation area are used to ex­
trapolate to the end. If the head is to remain stationary, the 

balance curve must be tapered off to zero at the end. A 
plausible justification for this is that wind effects probably 
dominate at this point and work in such a way as to main­
tain the net balance close to zero. 

Even this condition must be treated cautiously. Main­
taining a fixed head is only justified if the adjacent ice 
surface is already close to equilibrium with the balance 
data. If not, the surface will attempt to adjust to a 
significantly different configuration as time progresses. 
Fixing the head effectively holds back the ice artificially 
and eventually an oscillation in the surface is induced. The 
correct way of modeling such a situation is, of course, to 
free the head completely and allow it to move like the 
terminus, which is, in effect, exactly what a bergschrund 
represents. 

TIME-DEPENDENCY CONSIDER A TIONS 

The discussion in the previous section illustrates an im­
portant point. Time-dependent modeling subjects the 
numerical calculations to very rigorous testing. In many 
cases, the results are very sensitive to small errors or slight 
inconsistencies in the data, and a solution to the equations 
is immediately impossible. There are also, however, cases 
where the opposite is true, and only after the effect has 
accumulated over many time steps does the error become 
apparent. 

An example of this occurred while developing the sur­
face/bed-intersection procedure mentioned above. The 
surface and bed data sets consist of a series of discrete 
points in which interpolation is performed to obtain a value 
at an arbitrary X-coordinate. Originally, linear interpolation 
was used. It was some time before it was realized this was 
the cause of a perplexing, erratic advance/retreat of the end 
of the ice, including abrupt "jumps" off the end of the de­
fined data. Cubic spline interpolation, in which there are no 
discontinuities in slope, corrects this problem and produces 
smoothly varying advance or retreat. This method should be 
used for time-dependent mode ling whenever interpolation is 
required in a set of tabular data points. 

A far more serious example is shown in Figure 2, a 
time simulation of South Cascade Glacier when the balance 
rate is uniformly decreased (a Case II run described in the 

Fig. 2. The numerical oscillation induced by using the same order of basis functions for the Ji and 
velocity unknowns (quadratic). It can be detected at the end of the Case I simulation (t = 25 a) 
but it is really only obvious after allowing the model to run for many time steps. The insets show 
the calculated unk'!owns at t = 25 a. U is the X -component of velocity, W the Z-component , P 
the pressure, and h the rate of change of thickness. The vertical scale for each inset is: U, from 0 
to 16 m a-I; W, from -4 to +1 m a-I; P, from -0.5 to +2.0 bar; and Ii from -1 to +1 m a-l. 
The inter-element node columns are indicated by the vertical lines in the main figure and by the 
tick marks in the insets. 
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Fig. 3. Case I and Case II simulations. Case I shows the adjustment that the original surface 
(dashed line at t ~ 0) must undergo to be in equilibrium with the 1975 balance. The result is the 
heavy solid line at t - 25 a. Case II shows the changes that this shape undergoes after the 
balance rate is then uniformly decreased by -0.25 m a- i . The lines are 50 years apart; the new 
equilibrium shape takes about 300 years. 

next section). This undesirable "washboard" effect, which is 
clearly a numerical artifact since it is tied to the node 
locations, is similar to oscillations which are known to occur 
in other finite-element flow problems (Waiters and Carey, 
1983), and which have their counterpart in finite-difference 
methods. Large internode oscillations in the values of the 
dependent variables, such as velocity and pressure, can 
develop when certain combinations of basis functions are 
used. In particular, solutions of the Navier-5tokes equation 
in two-dimensions result in spurious oscillations when both 
velocity and pressure have quadratic basis functions. 

In this model, pressure has a different basis function 
(linear) in one direction, so the situation is not exactly the 
same. Instead, the oscillation develops in the Ii unknown 
(see inset), which, in the original formulation (Sikonia, 
1982), utilizes quadratic basis functions. If linear basis 
functions are used for Ji, the oscillations vanish (Fig. 3). 
Any variations in surface slope now correlate well with the 
bed topography. It is, of course, only natural that this 
change should eliminate the problem since the intra-element 
nodes are not used for Ii when linear interpolation is used. 
Unfortunately, the change means the resolution of surface 
features is diminished; however, this can always be made 
up for, if necessary, by increasing the number of elements 
longitudinally. 

Care must be taken, therefore, to keep the order of 
the basis functions sufficiently "mixed" that such oscillations 
do not appear. Time-dependent mode ling towards steady­
state conditions is the only way of testing for this 
condition. Sikonia (1982) did not detect this problem 
because conditions were not close enough to steady-state on 
the rapidly changing Columbia Glacier. 

THE FLOW OF SOUTH CASCADE GLACIER 

South Cascade Glacier, in Washington State, is a small, 
steep valley glacier which has been well studied over the 
past few decades. Data for the model are known over its 
entire length and it is a good example of an "arbitrary" ice 
mass. These data are shown in Figure I; the bottom topo­
graphy is from radar sounding done in 1975 (Hodge, 1979), 
the surface topography is from a high-resolution map made 
from aerial photography flown in 1977, and the balance 
rate is from the 1975 balance year (personal communication 
from R. Krimmel, 1984). 

All simulations assume a constant temperature (OOq 

and density (917 kg m-i), which are valid conditions for 
this glacier. They also assume no sliding and a constant 
shape factor of 0.5; the latter is introduced merely as a 
velocity-scaling factor to estimate the drag exerted by the 
valley walls (Paterson, [c 1981 D. Both of these conditions 
were required so that calculated velocities agreed 
approximately with observed ones; the implications of this 
are discussed later. The flow-law parameters used are those 
recommended by Paterson ([cI981], p . 39) for ice at the 
melting point: n = 3 and A = 0.167 a- 1 bar-so These values 
are likewise assumed to be constant throughout the ice 
mass. 

Two simulations, referred to as Case I and Case 11, 
are shown in Figure 3. In Case I, the model is allowed to 
converge to the steady-state shape that is required for the 
given bed topography and balance rate (Fig. 1). This took 
about 25 years and produced some thinning in the upper 
half and some thickening in the lower half, except near the 
terminus where a total recession of about 200 m took place. 
(The term "steady-state" is used here in a practical sense: 
the glacier is considered to have reached an "equilibrium" 
shape when the calculated annual-thickness changes become 
of the same order as the error in measuring these data in 
the field, generally a few tens of centimeters in this case. 
Alternatively, a similar criterion based on surface speed 
could be used; since the speed is very sensitive to thick­
ness, this takes a longer time, typically by a factor of two 
or so.) 

In Case 11, this steady-state shape is subjected to a 
uniform decrease in the balance rate of 0.25 m a-1, and the 
model run to determine the new equilibrium shape. This 
took approximately 300 years. 

Figure 4 shows a series of simulations, all similar to a 
Case 11 run, in which the glacier is subjected to different 
decreases in the balance rate. The approximate time taken 
to achieve these shapes ranges from about 300 to 140q 
years. As expected, the overall change is greater as Ab 
approaches the peak of the balance curve (Fig. I), at which 
point there would be no positive balance anywhere and the 
glacier would eventually vanish. 

If the largest balance change shown in Figure 4 
(-{).7 m a-i) is decreased slightly, to -0.75 m a-1 , the 
model runs successfully for 700 years and reaches the 
configuration shown by the dashed line. After this, it 
breaks down as a section of ice near the terminus becomes 
stranded, a consequence of the local maximum in balance at 

355 
https://doi.org/10.3189/S0022143000006699 Published online by Cambridge University Press

https://doi.org/10.3189/S0022143000006699


Journal of Glaciology 

4b t 
(m .-') (a) 

0.1 300 

0.2 350 

0.3 400 

0.4 450 

0.5 500 

0.6 700 

0.7 1400 

0.75 (700) 

Fig. 4. The response of South Cascade Glacier to various uniform step decreases in .the balance rate, 
t:.h. Only the final steady-state shape for each case is shown. The values of Ab, in m a-I, are 
shown on each line, and the approximate times it took each case to reach equilibrium are given in 
the table in the upper right. The dashed line shows the last time step obtained (t = 700 a) when 
the balance was decreased by -0.75 m a-I. 
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Fig. 5. The effect of the bedrock sill on the flow of South Cascade Glacier. The end results for a 
Case I and a Case II simulation are shown. 

this point (see Fig. I). Note that this break-down occurred 
in roughly half the time that it took the -0.7 m a-I run to 
achieve about the same. shape, demonstrating the rapidly 
accelerating response as Ab approaches the peak balance. 

For the case where t:.h = ~.I m a-I, the overall 
change in thickness at the terminus is of the order of 
90 m, approximately three times larger than that obtained 
by Nye (1963) for a zero-frequency perturbation. This is 
not surprising, considering that Nye's theory only dealt with 
small perturbations, and, as can be seen from Figure 4, the 
perturbation near the terminus, even for the ~.I m a-I 
case, is anything but "small". 

Figure 5 shows a different type of application of the 
model: using it to determine topographic effects on the ice 
flow. The bedrock sill in the middle of the ablation zone is 
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the dominant feature of the bed topography of South 
Cascade Glacier. It is natural to ask what effect this has on 
the flow. Figure 5 shows the equilibrium shapes with and 
without the sill, for both the Case I and the Case 11 
simulations. Qualitatively, the results are as expected. The 
greatest difference in thickness (between the "with" and 
"without" cases) occurs on the up-glacier side of the sill, 
where the longitudinal stress gradients would be expected to 
be affected most. Furthermore, the relative thickness change 
in this region is much greater for the Case 11 shape (about 
35%) than for the Case I shape about (15%), since the sill 
blocks proportionately more of the overall ice thickness in 
the former. In both cases, the final length of the glacier is 
the same, independent of the topography, since the overall 
length of the glacier is determined by the condition that 
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to b(x}dx = 0 (11 ) 

when the glacier is in equilibrium with the balance rate. 

SENSITIVITY OF THE RESULTS TO CALCULATION 
PARAMETERS 

One fundamental question which must always be asked 
of any numerical technique is how sensitive are the results 
to changes in the calculation parameters, such as the 
number of elements or the magnitude of the time step. 
When this is known, one can then proceed to study the 
sensitivity of the results to changes in the physical para­
meters, which, in this case, could be the flow-law 
constants, the balance rate, the density, and so on. 

Figure 6 shows two such tests. In the first the number 
and distribution of elements is varied. If the number of 
elements is increased in the vertical direction, then, on the 
scale of the plot, any differences are completely insignific­
ant. Increasing the number horizontally, however, does pro­
duce a noticeable change, but this is to be expected since 
smaller-scale variations in bed topography can now manifest 
themselves in the solution for the unknowns. Most of the 
differences, in fact, occur around the bedrock sill and the 
overall shape is still much the same over the remainder of 
the ice mass. This demonstrates an important result of 
finite-element ice-flow simulations using quadratic basis 
functions: two rows of elements are quite sufficient to 
model this complex non-linear flow. 

The second test illustrated in Figure 6 shows the effect 
of various time steps. The use of too large a step is readily 
apparent in the results; the solution starts to oscillate almost 
immediately. 

A third test, not illustrated, was made to determine the 
effect of various values of the mesh-adjustment factor, 6. 
This will be tied to the number of element columns used, 
as well as to the complexity of the topography. For ten 
element columns, variations of up to 5-10 m in the final 
thickness occurred when 6 was varied over a range from 0 
(no adjustment) to 500%. For 20 element columns, the 
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effect is much less and is only significant immediately 
down-glacier from the sill. Such test runs also reveal an 
optimum range for 6 which appears to give more consistent 
results; for most of the simulations in this paper, this was 
between lOO and 200%. 

Another test of the model was made by comparing 
with the analytic solution for laminar flow of a parallel­
sided slab on a bed of uniform slope. The surface speed 
agreed to less than I % difference, as found by Hooke and 
others (1979). However, since quadratic basis functions are 
used here, this agreement was, in contrast to their results, 
independent of the number of nodes distributed over the 
depth, and two element rows (five nodes) gave just as good 
agreement as seven element rows (15 nodes). 

USE OF A SMALL COMPUTER 

Numerical modeling has, up to now, been done 
exclusively with large "mini" or "mainframe" computers. The 
trend in computing, on the other hand, is towards small, 
desk-top machines. The computer code described by Taylor 
(1977) and Sikonia (1982) was extensively modified to see 
whether finite-element ice-flow mode ling could be success­
fully accomplished on such a computer. 

The particular machine used here was a Digital Equip­
ment Corporation PDP 11/23, with 256KB of memory. This 
is probably roughly equivalent to the newer and smaller 
IBM PC/AT. For the simulations involving a 10 x 2 element 
mesh, each solution iteration took approximately I min and 
the entire run about I h. Since no direct cost is involved, 
such times are perfectly acceptable. 

Execution time is the limiting factor. Memory size is 
now sufficiently great on most computers that this becomes 
prohibitively long well before the memory of the computer 
is exceeded. The above runs, for example, used less than 
half the available memory. 

Doubling the number of element rows results in 
approximately the same number of unknowns as doubling 
the number of element columns; however, the total 
execution time when the number of element columns is 
doubled is only about 60% of that when the number of 
rows is doubled. The reason for this is that increasing the 
number of unknowns vertically increases the band width of 

Fig . 6. The sensitivity of the results to calculation parameters. The uppermost lines show the end 
result of a Case I simulation for various mesh sizes. No significant difference results when the 
number of elements is increased vertically (solid line). but slight changes occur when the number of 
elements is increased horizontally (short dashed line). N ec is the number of element columns and 
N is the number of element rows. The lower set of lines shows the end result of a Case II 
si~ulalion for various time steps , llt. Values of 1. 5, and 10 years give the same results, but 
instability clearly results when a value of 25 years is used. 
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the coefficient matrix, whereas increasing the number hori­
zontally does not. This is a favorable result, since, as shown 
earlier, it is the number of columns that usually needs to 
be increased. 

CONCLUSIONS 

A time-dependent finite-element model has been 
developed which successfully describes the flow of an 
arbitrarily shaped ice mass, where the ice thickness can 
approach zero at both ends. It is two-dimensional, partially 
temperature-dependent, and can accommodate sliding in 
several ways. It employs an automatic mesh-generating 
algorithm which optImlzes the mesh for ice flow and 
greatly reduces the data-preparation time. It has been 
successfully implemented on a small computer and detailed 
analyses of ice flow can be made effectively within very 
reasonable time frames. 

The use of quadratic basis functions, instead of the 
linear ones usually used, allows modeling to be done with 
only two element rows (five nodes vertically). More detailed 
resolution of the flow only requires increasing the number 
of nodes horizontally. This results in a considerable decrease 
in execution time, because not only are there fewer 
unknowns but also the equations can be solved faster when 
the nodes are distributed horizontally rather than vertically. 
Such basis functions permit a relatively coarse grid to be 
used and allow the full power of the finite-element method 
to be utilized. However, this is not without its pitfalls and 
care must be taken to ensure that the order of the basis 
functions is sufficiently "mixed" that numerical oscillations 
are not induced. Finally, interpolation in data sets must be 
done with a method such as cubic splines which does not 
produce discontinuous first derivatives; otherwise, unrealistic 
behaviour can result. 

Extension of the model to three spatial dimensions 
would be straightforward, largely involving only 
input/output, since the basic structure of the program 
involves an arbitrary number of degrees of freedom. 
Execution times, however, would increase considerably and a 
fast mini- or mainframe computer would be required. 

South Cascade Glacier is currently close to equilibrium. 
When the current balance is applied to the current 
geometry, the terminus recession and maximum change in 
thickness are only about 5%. In fact, even this 5% figure 
could be a result of using only a single arbitrary year for 
the balance data, rather than a long-term average over a 
number of years, which would be more appropriate. The 
relatively large changes right at the terminus might also be 
because the bed topography is not well known down-glacier 
from the bedrock sill; it has been approximated by a 
uniform slope but it is obvious from the initial surface 
topography (Fig. I) that this is probably far from reality. 

The bedrock sill, which has a height of about 20% of 
the ice thickness, produces a maximum increase in the 
overall ice thickness of only about 6 or 7%, compared to 
what the thickness would have been if the sill were not 
present. This maximum increase occurs along the up-glacier 
side of the sill. The effect of the sill, however, extends 
almost all the way to the head of the glacier. 

South Cascade Glacier does not appear to be sliding 
along its bed very much. It was only by freezing the ice to 
the bed, and by lowering the shape factor to a minimally 
acceptable value of 0.5, that the calculated surface velocities 
could be reduced enough to bring them more or less into 
agreement with observed ones. (The region between the sill 
and the terminus is an exception to this and some sliding is 
possible here; on the other hand, the bedrock, as noted 
above, is so poorly known here that little should be 
inferred from this.) Why this should be the case is puzzling, 
since South Cascade Glacier is in a warm, wet maritime 
climate and flows down a reasonably steep slope. Possibly, 
drag exerted by the valley walls has a much greater effect 
than conventional shape-factor concepts imply; only full 
three-dimensional mode ling can resolve this question. 
Alternatively, it could be that this glacier has a particularly 
efficient conduit system which channels water away rapidly 
and keeps most of the bed without much lubricating 

358 

material, an inference which does agreed with the author's 
frustrating attempts to measure sliding and basal water 
pressures on the same glacier (Hodge, 1979). 
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APPENDIX 

THE MESH-GENERATION ALGORITHM 

The mesh-coordinate adjustment procedure deals only 
with the inter-element rows or columns, that is, only with 
the overall element dimensions; after their position is 
obtained, the intermediate rows and columns are simply 
placed halfway between the others. The procedure attempts 
to make the elements smaller where changes in the ice-mass 
geometry are greater. To do this, it calculates two quantities 
for each element column: the mean thickness change f;}{ k 
across the column and the mean curvature Ck of the bed. 
Both of these are calculated by approximating the surface 
and bed topography with straight lines and both ignore any 
sign. (Curvature can be estimated as a second finite differ­
ence, since there are three nodes across each element.) The 
quantity 

where AHmax and C max are the maximum values in the sets 
{f;}{k} and {Ck }, respectively, is then taken as a measure of 
the "non-uniformity" of the element column. This is then 
normalized so it varies from 0 for the most uniform 
element column to 1 for the least uniform column by 
defining: 

(A2) 

where 1max and I'min are the maximum and minimum values 
in the set {1k}' The desired element-column widths, Wk' k 
= I, .. . , K, are then assumed to be proportional to these r k: 

(A3) 

where 6 is some specified "adjustment factor" giving the 
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ratio, in per cent, of the difference in width between the 
widest and narrowest element columns relative to the 
narrowest column, and Wo is a constant which must satisfy 
the condition 

(A4) 

since LW k must equal L, the overall length of the mesh. 
The calculation of the W ~ is necessarily an iterative 

one. It proceeds by first assummg the element columns are 
the same width, which allows the r k to be calculated. The 
constant Wo can then be obtained from Equation (A4) and 
new widths W k from Equation (A3). The cycle is then re­
peated. At each iteration, values of 

(A5) 

are calculated (which would all be identical if the column 
widths had been chosen correctly to satisfy Equation (A3». 
When the standard deviation of the set {Wk} is less than 
some specified fraction (or "tolerance") of its average value, 
then the iterations are stopped. 

For the sample runs, convergence to tolerances of less 
than I % was obtained in only three or four iterations fo r 
adjustment factors of 100%. If 6 is increased, the solution 
eventually starts to diverge before the desired tole rance is 
reached. When this happens, convergence usually cannot be 
recovered, and so the solution at that point is used, even 
though it is not at the desired accuracy. This is a result of 
trying to achieve too large an adjustment to too high a 
precision for the inherent wavelengths in the surface and 
bed topography. The algorithm is designed to do the best it 
can for the given conditions. 

Once the adjustments in the X -coordinate are done, the 
Z-coordinates of the nodes are distributed so that the 
elements have an equal fraction of the total deformational 
ice velocity occurring across them, assuming simple plane 
laminar flow is taking place. 

MS. received 22 March 1985 and in revised form 3 September 1985 
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