
COUNTING COLOURED GRAPHS II 

E. M. W R I G H T 

1. Introduction. As in my earlier paper (2), a graph on n labelled nodes 
is a set of n objects called "nodes" distinguishable from each other and a set 
(possibly empty) of "edges," i.e. pairs of distinct nodes. Each edge is said to 
join its pair of nodes and no edge joins a node to itself. By a ^-colouring of 
the nodes of such a graph we mean a mapping of the nodes onto a set of k 
distinct colours, such that no two nodes joined by an edge are mapped onto 
the same colour. By a colouring of the edges of such a graph we mean a 
mapping of the edges onto a set of colours. We shall suppose that there are 
just j different ways of "joining" each pair of nodes of different colours, i.e. 
we may not join them, we may join them by a red edge, we may join them by 
a blue edge, and so on. 

If, in any particular ^-colouring of the nodes, there are Si nodes of the 
first colour, s2 of the second, and so on, we have 

P(sh . . . , sk) = -j—] — 
Si\S2]. . . . Sk\ 

different colourings of this kind. The Si nodes of the first colour and the $2 
nodes of the second colour may be joined in T(siS2) different ways, where 
T(a) = j a . Hence we have 

Mn = Mn(kJ) = X) P(si, . . . , sk)T ( X) ShSm) 

different coloured graphs, where Xoo denotes summation over all non-negative 
integers sh . . . , sk such that J^sh = n. Here and subsequently £ alone denotes 
EL=i- Since 

we have 

(1.1) Mn(kj)= E?(5! ^(V-iS^). 
(n) 

In what follows we suppose j and k fixed and study the behaviour of Mn for 
large n. 

2. Elementary methods . In this section we show how far we can get 
by elementary methods, in particular, without the use of any information 
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about the asymptotic behaviour of n\ for large n. In what follows, A and B 
denote positive numbers, not always the same at each occurrence; of these, 
each A may depend on k and j but is independent of n, while each B may 
depend on k, j , and n but is always bounded above and below by an A, so 
that A < B < A. 

We write K = |{1 - (1/k)}, N = [n/k]} a = n - kN and P0 for the 
value of P when s± = . . . = sa = N + 1 and sa+i = . . . — sk = N. We can 
easily verify that 

(2.1) n2 - 2>*2 = 2Kn2 - Z{*k ~ (n/k)}2 

and so, by (1.1), 

(2.2) MnT(-Kn2) < £ P(sh . . . , sk) = F . 
{n) 

Again, by (2.1), 

rc2 - a(N + l)2 - (k - a)N2 > 2Kn2 - A 

and so 

(2.3) Mn > AP0T(Kn2). 

Now 

(2.4) P 0 = »!{(iV + l)!}-a(iY!)fl-" 

= (kN + a) ... (kN + 1)(N + l)-a(*i\0!(iV!)"* 
= ^(M0!(AM)-fc. 

Again 

(kN + k - 1)\ = (k - l)\f[f[ (kt + I) 
1=0 l=\ 

>{Û(tkyf = kkN(N\f 

and so, by (2.4), 

poW*-i = B(kN + k - l)l(N\)-k > AkkN > Akn. 

Hence, by (2.2) and (2.3), we have 

(2.5) Anl-kknT(Kn2) < Mn < knT(Kn2). 

But we can, with very little extra complication, improve on (2.5) sub­
stantially and prove the following theorem. 

THEOREM 1. 

(2.6) Mn = Bn-^k-»knT(Kn2), 

so that 

log Mn = Kn2 logj + nlogk - \{Jk - l)log n + 0(1). 
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If Si — s2 > 2, we have 

P(su 52, 53, . . . , sk) = sr1(s2 + l)P(si - 1, s2 + 1, 53, • • • , 5*) 
< P(5i - 1, 52 + 1, 53, . . . , 5A). 

Hence the largest values of P are those in which no two 5 differ by more than 
1, and these are the P equal to P0. Thus, by (2.1), 

MnT{-Kn2) < P 0 E T(-\ E W ~ {n/k))2) 
(n) \ / 

i oo \k 

V S=—oo •/ 

From this and (2.3), we have 

Mn = BP0T(Kn-). 

To complete the proof of (2.6), it remains to show that 

(2.7) P„ = Bknn-^-l). 

We write p = [J(£ - 1)]. By (2.4), we have 

(9 $n PJË!. - Bnv(kN)\ _ B(kN + p)\ _ 
^•8) - r - kn{my; - k^pl{m)k -BK,K2, 

where 

*i = n ri (——) = n n (i - 4-5 
t=l q=-p \ kt / t=i g=i \ k t" 

for all k, R2 = 1 if k is odd, and 

if k is even. Clearly 

1>*>â(1-^§?)>(1-a)'>''-
so that Ri = B. Again, if k is even, we have 

- 6 (i - w T̂)-)"' = * 
Hence, whether & is odd or even, R2 = Bnv~^{1c~l) and so (2.7) follows from 
(2.8). 
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3. A more detailed result. We can, however, use the asymptotic ex­
pansion of the T function, just as we did in (2) for the case j = 2, to obtain 
a much more exact result. The arguments and calculations are the same for 
general j and we do not repeat them. We have 

THEOREM 2. As n —» °° , 

where Ct = Ct(k,j, a) depends on k, j , t, and the residue a of n (mod k), but 
not otherwise on n. In particular, 

(3.1) C0(k,j, a) = kH (log J ) / 2T}*<*-»L(C) , 

where 

and the sum S((a)) is taken over all integral values of the sh, positive, negative, 
or zero, subject to the condition that 

(3.2) Zsn = a. 

4. The coefficient C0(k,j,a) and the sum L(a). In (2), we showed 
that Co(k, 2, a) was very near to 1. In fact, for k < 1000 and all a, 

(4.1) \C0(k, 2, a) - 1| < 1.33 X 10~6. 

Nonetheless, at least for k = 2, Co(k, 2, a) was not independent of a and, 
in fact, 

Co(2, 2, 0) - Co(2, 2, 1) > 2.6194 X 10~6, 

so that Co(2, 2, 0) and C0(2, 2, 1) differ by almost as much as (4.1) allows. 
But we did not study C0(&, 2, a) any further. 

Here we find a transformation for Co(k,j, a) which, at least for the smaller 
values of j , gives Co(k,j, a) in a form which shows the nature of its dependence 
on a very clearly and, for j = 2 and values of k greater than 2, greatly im­
proves on (4.1). 

We use ]T' to denote summation over all values of h such that l</z<&— 1, 
23 ; / over all values of h, m such that 1 < / £ < W < & — 1 and ^fc-i over all 
values of su s2, . . . , sk-i positive, negative, or zero. We write 

7 = 2^/hgj, z1 = E r ^ , z 2 = L V , 

kA = kA(sh . . . , Sk-i) = kZ2 — Zi 2 

= (* - i ) E V - 2Z"shsrn. 

We shall prove the following theorem. 
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THEOREM 3. Co(k,j,a) = X^-ie", where v = — YA — 2iriaZi/k. 

In the ring of all k — 1 by k — 1 matrices, we write / for the unit matrix 
and E for the matrix all of whose elements are 1. If we write Q for the matrix 
of the quadratic form A, we have Q — I — E/k. Since 

(*/ - E)(I + E) = kl+ (k- 1)£ - £ 2 = kl, 

we see that Q~l = I + £ , so that, if we write A - 1 for the quadratic form 
whose matrix is Q~1

t we have 

<4-2> H" - ! s- - f) 
= £'(,-!)' + { £<*,-!)}' 

" ^ V * " jfe/ " ^ S h " & ' 

where 2 > , = a. Now, by (1, (69.2)) 
(4.3) X) *-i exp{ —yA(sh . . . , sfe_i) — 27riaZi/fe} 

= ( i r /T )*»- 1 ^! - 1 £ ,-1 e x p { - ^ A - ( 5 l - I , . . . , s „ - § ) } 

= C0(kJ,a). 

by (4.2), since |Q| = 1/k. This proves Theorem 3. 

5. Calculation of the leading terms in Co(k,j,a). We can readily 
verify that v( — Si, — s2, . . . , — S/t-i) is the complex conjugate of v(si, •••»<?*)• 
Hence we may replace each ev in Theorem 3 by its real part, viz. 

(5.1) e-y^si **-i> cos (2waZ1/k)1 

so that 

(5.2) C0(k,j, a) = £*„i e~^ cos(27raZ1/k). 

Now 

kA(slt . . . , s*-!) = G V - Zx* 

= Ev + r^-o2. 
It follows from this that 

A( -5 i , s2 — su . . . , sk-! - Si) = A(sh s2, . . . , s*_i). 

Since also 

Zi( — Si, S2 — Si, . . . , SJC-I — Si) = Zi(Si, S2, . . . , S#_i) — ksi, 
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we see that (5.1) is unchanged in value if s1} s2l . . . , sk-i are replaced by 
Si, Si — $2, > > . , Si — sk-i. Again v is symmetrical in the sh. Thus, in the sum 
in (5.2), substantial numbers of equal terms can be grouped together. This 
greatly facilitates calculation of the terms which contribute effectively to 
the value of C0. 

A result which helps us to classify the terms in (5.2) conveniently is the 
following theorem. 

THEOREM 4. If 

x = max{ |^ | (1 < h < k — 1), \sh — sm\ (1 < h < m < k — 1)}, 

we have 
kA> {k- 2)[i(*2 + 1)] + x2 

and there is equality for at least one set of sh. 

The theorem is trivial when x = 0. We may, therefore, suppose that x > 1. 
Since 

A(sh . . . , s*_i) > A(|si|, . . . , \sk-i\), 

it is enough to prove our theorem when every sh is non-negative. In that 
case, x is one of the sh and 0 < sh < x. Let us suppose that the integer u occurs 
just au times among the sh. Then 

OLX > 1, k — 1 = 2^ au, 
0<u<x 

and kA = ^2 auu + S <Xu&v(u ~ v)~ 

x-1 

> axx
2 + X) au{u2 + (x — u)2}. 

But 
u2 + (x - uY = \{x2 + (x - 2u)2} > [|(x2 + 1)]. 

Hence 

kA > axx
2 + [\{x2 + 1)] X) au 

0 < M < X - 1 

= (* - 1 - ax)[\(x2 + 1)] + axx
2 >(k- 2)[i(x2 + 1)] + x2. 

To show that this is best possible, we write w = [§(x + 1)] and remark 
that 

&A(w, w, . . . , w, x) = x2 + (k — 2)w2 + (& — 2) (x — w)2 

= (* - 2)[|(x2 + 1)] +x 2 . 

Hence this lower bound is attained. 
By Theorem 4, we have A > £(x), where £(x) = ^x2 if x is even and 

tr \ l 2 _ L
 1 1 

if x is odd. 
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We now write Us for the sum of all those terms on the right-hand side of 
(5.2) which correspond to sets (51, . . . , sk-i) for which x = s. Let w(s) be 
the number of these sets and 

s 

the number of the sets for which x < s, i.e. the number of sets (si, . . . , ^-1) 
satisfying 

(5.o) \Sh\ %. S, |5/j Sm | ^ S 

for all h and w. Let G (tu t2) be the family of sets satisfying ti < sh < £2 for 
all h. Then any set satisfying (5.3) belongs to one or more of the families 

(5.4) G(-s, 0), G(l - s, 1), . . . , G(0, s). 

Again any set belonging to one or more of the families (5.4) satisfies (5.3). 
Hence Q(s) is the number of different sets in the union of the families (5.4). 
But a little consideration shows that any set that belongs to just t of the 
families (5.4) belongs to just t — 1 of the families 

(5.5) G(l - s, 0), G(2 - s, 1), . . . , G(0, 5 - 1) 

and conversely. Hence 12 (s) is the sum of the number of members of each 
of the families (5.4) less the sum of the number of members of each of the 
families (5.5), i.e. 

Q(S) = (s + l)k - sk, 

since G(u — s, u) has (s + l )* - 1 members and G(u + 1 — s, u) has just s*-1 

members. Hence, for any x, 

|J7*| < œ(x)e-v^ = {Q(x) - Q(x - l)}e-^ (x ) 

= {(x + l)k + (x - 1)* - 2xk}e-yW. 

Uo contains just one term, namely e1^0, • • • ' 0) = 1. Again x = 1 when just 
y of the sh are each equal to 1 or each equal to — 1 and the remaining k — 1 — y 

fk - l \ 
of the sh are each zero. For each y (I < y < k — 1), there are 2( 1 such 
terms, in each of which kA = y(k — y) and Zi = ±y. Hence 

t^i \ y / k 

= 2 I *E ) 1 (* )^^ ) / *cos^+ j 8 l l 

where /3i = 0 if k is odd and 
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21 H )e-yK/"cosira 

if k is even. 
Similar but more complicated calculations show us that 

[M kl 
U2 = hi^uWik - 2u)\e 

- 2 W T 

SA £ i u\(u + v)\{k -2u-v)l k ' 

where, as usual, 0! denotes 1. Of course, many of the terms in Ui and Vi can 
be neglected if we are neglecting Ux for x > 3, since they contain a factor 
g-7*(3) or smaller. 

For the smaller values of j , the value of e~y is very small and, since U2 
contains a factor e~2y, it is only for fairly large k that U2 matters at all. We 
have thus 

Co(2, j , a) = 1 + 2e~^y cos TO,, 

C0(3,i, a) = 1 + 66-^ /3cos(27ra/3), 
Co (4, j , a) = 1 + 8e-^ / 4 cos Jxa + 6e~? cos ?ra, 

with an error in each case of the order of e~2y. For j = 2, e_ r = 4.29 X 10~~13 

and for j = 10, e~7 = 1.893 X 10~4, so that the error is very small. For values 
of j in excess of 23, the original form of C0(k,j, a) may be as easy to evaluate 
as that of Theorem 3, since e~* log j is then less than e~y. 
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