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Abstract

Let G be a graph and τ be an assignment of nonnegative thresholds to the vertices of G. A subset of
vertices, D, is an irreversible dynamic monopoly of (G, τ) if the vertices of G can be partitioned into
subsets D0,D1, . . . ,Dk such that D0 = D and, for all i with 0 ≤ i ≤ k − 1, each vertex v in Di+1 has at
least τ(v) neighbours in the union of D0,D1, . . . ,Di. Dynamic monopolies model the spread of influence
or propagation of opinion in social networks, where the graph G represents the underlying network. The
smallest cardinality of any dynamic monopoly of (G, τ) is denoted by dynτ(G). In this paper we assume
that the threshold of each vertex v of the network is a random variable Xv such that 0 ≤ Xv ≤ degG(v) + 1.
We obtain sharp bounds on the expectation and the concentration of dynτ(G) around its mean value.
We also obtain some lower bounds for the size of dynamic monopolies in terms of the order of graph and
expectation of the thresholds.

2010 Mathematics subject classification: primary 05C69; secondary 91D30.
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1. Introduction and motivation

The irreversible (progressive) spread of influence, such as diseases or opinions in a
population, viruses in virtual networks, and innovation and viral marketing in social
networks, has attracted considerable interest in recent years. These phenomena can
be formulated and analysed as discrete dynamical processes using the concept of
(progressive) dynamic monopolies. Assume that the (simple and undirected) graph G
on the vertex set V(G) and the edge set E(G) represents the underlying network. Assign
thresholds τ : V(G)→ N ∪ {0} to the vertices of G where the value τ(v) measures the
level of susceptibility of the vertex v. The discrete time dynamic process corresponding
to the threshold assignment τ is defined as follows.

The process starts with a subset D of vertices which consists of the vertices having
the state + at time 0. We denote the set of vertices with state + at time i by Mi. So at the
beginning, at time 0, we have M0 = D. Then at each time i + 1 ≥ 1, the state of each
vertex v changes to the state + provided that at least τ(v) neighbours of v belong to Mi.
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If the state of v is already + at time i (that is v is in Mi), then its state remains +. If at a
certain time i of the process a vertex v has state + then v is said to be an active vertex
at time i. Note that the process defined above is progressive or irreversible; that is,
when the state of a vertex becomes + at some step of the process then its state remains
unchanged until the end of the process. By a dynamic monopoly (dynamo) we mean
any subset D of the vertices of G such that by starting from D, all the vertices of G
reach state + at the end of the process. Throughout this paper, by (G, τ) we mean a
graph G together with a threshold assignment τ to the vertices of G. By the size of a
dynamic monopoly D we mean the cardinality of D. It is easy to see that a subset, D, of
vertices in a graph (G, τ) is a dynamic monopoly if and only if there exists a partition
of V(G) into subsets D0,D1, . . . ,Dk such that D0 = D and, for all i = 1, . . . , k − 1, each
vertex v in Di+1 has at least τ(v) neighbours in D0 ∪ · · · ∪ Di. The smallest size of any
dynamic monopoly of (G, τ) is denoted by dynτ(G). Throughout this paper we deal
with undirected graphs without multiple edges or loops except in Section 3, where we
generalise our concepts and results for directed graphs.

Irreversible dynamic monopolies have been widely studied in the literature in
[5–7, 12, 14, 16, 19, 20], and also under the equivalent terms ‘conversion sets’ [2,
4, 11] and ‘target set selection’ [1, 8, 9, 18]. Dynamic monopolies have applications
in viral marketing [10]. A concept similar to dynamic monopolies, the so-called
bootstrap percolation, was widely studied in the area of percolation theory (see, for
example, [3]). In such applications, the threshold assignment is constant for all vertices
of the graph. Different threshold assignments such as constant assignments, simple
majority assignment (where, for each vertex v, τ(v) = ddeg(v)/2e) and strict majority
assignment (where, for each vertex v, τ(v) = d(deg(v) + 1)/2e) have been studied.
Dynamic monopolies in terms of the average threshold were studied in [14]. Dynamic
monopolies of random graphs were studied in [5, 7, 16]. Dynamic monopolies with
probabilistic thresholds was first considered by the second author in [19], where the
concept of a homogeneous society was defined as follows. Assume that in a social
network each person v chooses a threshold t with the probability pv(t). If for any
fixed t, pv(t) is the same for all vertices v, then the network with these probabilistic
thresholds is called homogeneous. In other words, if the random variable Xv denotes
the threshold of each vertex v in a network G, then G is homogenous if {Xv}v∈G is an
identically distributed set of random variables. The motivation to study probabilistic
thresholds is that in practice it is difficult or impossible to have knowledge about all
individual thresholds of the society. Information on the proportion of the vertices
having a certain threshold is more accessible using statistical approaches. Indeed,
assigning the threshold of an individual in a social network as a deterministic value
seems unreasonably idealistic. These comments motivate the study of graphs with
probabilistic thresholds. In the following probabilistic model we assume that it is
probable that a vertex v has threshold at most deg(v) + 1. This represents the fact that
in practice a vertex may remain inactive even if its whole neighbourhood is active. As
an example of such a phenomenon, consider the spread of yes/no votes in an election.

We now give some formal definitions. Let G be a graph, where the threshold of
each vertex v is a random variable Xv such that 0 ≤ Xv ≤ deg(v) + 1, where deg(v) is
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the degree of v in G. By the interval [0, deg(v) + 1] we mean {0, . . . , deg(v) + 1}. The
random variable Xv chooses each threshold t ∈ [0,deg(v) + 1] with a certain probability.
Let X = (Xv)v∈G. For any x = (xv)v∈G ∈

∏
v∈G[0, deg(v) + 1], dynx(G) is defined as the

smallest size of a dynamic monopoly of (G, x). In fact when the threshold assignment
τ is a member, say x, of the probability space

∏
v∈G[0, deg(v) + 1], then instead of

dynτ(G) we may write dynx(G). Each element x = (xv)v occurs with the probability∏
v∈G Pr(Xv = xv). We define dynX(G) as a random variable on the probability space∏
v∈G[0, deg(v) + 1] whose value on each element x = (xv)v∈G is dynx(G). For any

x = (xv)v, let M(x) be any fixed dynamic monopoly with the smallest cardinality in
(G, x). A random version of M(x) is defined as M(X) :

∏
v∈G[0, deg(v) + 1]→ 2V(G)

whose value on each x = (xv)v is M(x). Note that the two random variables dynX(G)
and |M(X)| are the same. Let Q be any property for random vectors X. As an example
of Q consider the set of threshold assignments X = (Xv)v∈G for arbitrary graphs G such
that for some constant λ and each vertex v, Xv ≤ λE(Xv). Consider now the space
Sn = {(G, X) : |G| = n, X ∈ Q}. Assume that to any (G, X) ∈ Sn, there corresponds an
interval I(G, X) ⊆ R such that its endpoints can be either open or closed and are
determined in terms of the graph parameters of G (e.g. the order) and values of X (the
endpoints can also be ±∞). We say that (G, X) has property I if dynX(G) ∈ I(G, X).
We also say that ‘with high probability (or simply whp) dynX(G) ∈ I(G, X)’ if

lim
n→∞

Pr((G, X) ∈ Sn : (G, X) has property I) = 1.

Throughout this paper, by the edge density ε(G) of a graph G we mean
|E(G)|/|V(G)|. Also we write g(n) = o( f (n)), where f (n) and g(n) are any functions
of n defined on N, whenever g(n)/ f (n)→ 0 as n→∞. As we mentioned earlier, the
concept of homogeneous society was defined in [19] as a graph (G, X) such that, for
any t and any two vertices u and v of G, one has Pr(Xu = t) = Pr(Xv = t). Let (G, X)
be any homogeneous society with edge density ε such that ε < E(Xv). Then it was
proved in [19] that any dynamic monopoly of (G, X) has with high probability at least
n1−δ elements, where δ is any arbitrary fixed positive real number and n = |G|. In other
words, in such a network we have dynX(G) ≥ n1−δ with high probability. The following
question was posed in [19]. Let (G, X) be homogeneous with ε(G) < E(Xv). Is it true
that with high probability dynX(G) ≥ n(1 − ε(G)/E(Xv))? This question is discussed
with details in Section 3, where a complete answer is presented.

The organisation of the paper is as follows. In Section 2 we obtain a concentration
result for dynX(G) around E(dynX(G)) (Theorem 2.3). Next, an upper bound for
E(dynX(G)) (Theorem 2.5) and, using the previous concentration result, another upper
bound for dynX(G) (Theorem 2.6) are obtained. We show that the resulting bounds
are tight (Remark 2.8). Section 3 is devoted to lower bounds for the size of dynamic
monopolies in general networks. We first discuss the question raised by the second
author in [19]. Two useful examples (Examples 3.1 and 3.2) lead us to investigate a
suitable lower bound for dynX(G), where G satisfies some conditions. Specifically, we
prove the following result (Theorem 3.5). Let {(Gn, Xn)}∞n=1 be a family of graphs with
probabilistic thresholds such that |Gn| = n. Denote the random variable corresponding
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to any vertex v of Gn by Xn,v. Set αn =
∑

v∈Gn
E(Xn,v)/n. Suppose there is a function

f (n) = o(n) such that Xn,v ≤ f (n)αn, for all v ∈ Gn and a constant k > 1 such that αn ≥

kε(Gn) for all n. Then for any positive constant δ, with high probability, dynXn
(Gn) ≥

n(1 − (ε(Gn))/αn)(1 − δ)/ f (n). After this result (Theorem 3.5), we obtain the lower
bound dynXn

(Gn) ≥ λ|Gn|, where λ is a constant number, without the condition Xn,v ≤

f (n)αn for Gn but with some extra conditions on (Gn, Xn) (Theorem 3.7). We discuss
the necessity of our conditions in Theorems 3.5 and 3.7. We observe that the results in
this paper are also valid for directed graphs with probabilistic thresholds.

2. Upper bounds

In this section we first obtain a concentration result for dynX(G) around its mean
value. Next, an upper bound for E(dynX(G)) and, using the previous concentration
result, another upper bound for dynX(G) are obtained. We show the sharpness of these
bounds. In order to begin, we need the following result due to McDiarmid [17].

Theorem 2.1 [17]. Let X = (X1, X2, . . . , Xn) be a family of independent random
variables with Xk taking values in a set Ak for each k. Suppose that the real-valued
function f defined on

∏
Ak satisfies | f (x) − f (x′)| ≤ ck whenever the vectors x and x′

differ only in the kth coordinate. Let µ be the expected value of the random variable
f (X). Then for any t ≥ 0,

Pr(| f (X) − µ| ≥ t) ≤ 2 exp
(
−2t2∑

c2
k

)
.

In order to apply Theorem 2.1 for dynX(G) we need to prove the following lemma.

Lemma 2.2. Let G be a graph and τ and τ′ be two threshold assignments to the vertices
of G such that τ(u) = τ′(u) holds for all vertices u of G except for one. Then

|dynτ(G) − dynτ′(G)| ≤ 1.

Proof. Let v be the only vertex such that τ(v) , τ′(v). Without loss of generality we
may assume that τ′(v) > τ(v). Let M be a dynamo of the minimum size for (G, τ).
Because the threshold of all vertices other than v, are the same in τ and τ′, it is clear
that dynτ′(G) ≥ dynτ(G). On the other hand, M′ = M ∪ {v} is a dynamic monopoly for
(G, τ′). Then dynτ′(G) ≤ |M| + 1 = dynτ(G) + 1, and hence

|dynτ(G) − dynτ′(G)| ≤ 1. �

The following theorem shows the concentration of dynX(G) around E(dynX(G)).

Theorem 2.3. Let (G, X) be given and |G| = n. Let ω(n) be any arbitrary slowly
increasing function with ω(n)→∞ as n→∞. Then, with high probability,

|dynX(G) − E(dynX(G))| ≤ ω(n)
√

n.
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Proof. Let the vertices of G be v1, v2, . . . , vn and Xi the threshold chosen by vi. Set
Ai = [0,deg(vi) + 1] and, for any x ∈

∏
Ai, define f (x) = dynx(G). Set also t = ω(n)

√
n.

Now by applying Theorem 2.1 with ci = 1 for all i and using Lemma 2.2, we have

Pr(| f (X) − µ| ≥ ω(n)
√

n) ≤ 2 exp(−2ω2(n)).

Note that 2 exp(−2ω2(n)) = o(1). The proof is complete. �

We also need the following result due to Ackerman et al. [1].

Theorem 2.4 [1]. Let G be a graph and τ be a threshold assignment for the vertices
of G. Then

dynτ(G) ≤
∑

v∈V(G)

τ(v)
deg(v) + 1

.

The promised upper bound for E(dynX(G)) is as follows.

Theorem 2.5. Let (G, X) be given with X = (Xi)n
i=1 where, for each i, 1 ≤ i ≤ n, Xi

corresponds to the vertex vi. Then

E(dynX(G)) ≤
n∑

i=1

E(Xi)
deg(vi) + 1

.

Proof. It is enough to take the expectation of both sides of the inequality given in
Theorem 2.4 and then use the linearity property of the expectation. �

The following theorem gives an upper bound for dynX(G). Its proof is immediately
obtained using Theorems 2.5 and 2.3.

Theorem 2.6. Let G be a graph with V(G) = {v1, v2, . . . , vn} and X = (X1,X2, . . . ,Xn) be
a random threshold assignment for G. Also let ω(n) be any arbitrary slowly increasing
function with ω(n)→∞ as n→∞. Then, with high probability,

dynX(G) ≤
n∑

i=1

E(Xi)
deg(vi) + 1

+ ω(n)
√

n.

In the following we show that the upper bounds of Theorems 2.3 and 2.6 are the
best possible in the sense that if we replace ω(n)

√
n in both bounds by λ

√
n where λ is

any fixed positive number, then the assertions are not valid. For this purpose we need
the central limit theorem (see, for example, [13]) as follows.

Theorem 2.7. Let Y1, Y2, . . . be a sequence of independent identically distributed
random variables with finite means µ and finite nonzero variances σ2, and let S n =

Y1 + Y2 + · · · + Yn. Then, as n→∞,

S n − nµ
√

nσ2

D
−→ N(0, 1).

We make the following remark concerning Theorems 2.3 and 2.6.
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Remark 2.8. The upper bound of Theorem 2.6 is the best possible.

Proof. Consider the complete graph Kn on n vertices, where each vertex chooses the
threshold 1 with probability half and the threshold n − 1 with probability half. Denote
the threshold of the vertex i by Xi. Let Yi = (Xi − 1)/(n − 2) and Y =

∑
Yi. We have

E(Yi) = 1
2 and Var(Yi) = 1

4 . The random variable Y counts the number of vertices with
threshold n − 1. We make the following claim.

Claim.

dynX(Kn) =

Y − 1 if Y ≥ 2,
1 if Y < 2.

To prove the claim, assume that U is the set of vertices with threshold n − 1 in Kn.
Note that Y = |U |. Clearly any dynamic monopoly of Kn needs at least Y − 1 vertices
from U. Also when Y ≥ 2, each set consisting of Y − 1 vertices of U is a dynamic
monopoly. This proves the claim in case Y ≥ 2. If Y < 2, each vertex of the graph is
a dynamic monopoly and any such set needs at least one vertex. This completes the
proof of the claim.

We now apply Theorem 2.7 for Y1, . . . , Yn and obtain the following inequalities.
Choose η such that 0 < η < (1/

√
2π) exp(−(2λ + 2)2/2). Then

Pr
(
dynX(Kn) −

n
2
> λ
√

n
)

= Pr
(
Y − 1 −

n
2
> λ
√

n
)

= Pr
(Y − n/2
√

n/4
> 2λ +

1
√

n/4

)
≥ Pr

(Y − n/2
√

n/4
> 2λ + 1

)
≥

∫ ∞

2λ+1

1
√

2π
exp(−x2/2) dx − η

>
1
√

2π
exp(−(2λ + 2)2/2) − η,

which implies that for any positive constant λ, the statement that |dynX(G) −
E(dynX(G))| ≤ λ

√
n holds whp for all graphs is not valid. �

3. Lower bounds and related discussions

The concept of homogeneous societies was introduced in [19] as follows. Let (G,X)
be given and X = (Xv)v∈G. Assume that for any value t, Pr(Xv = t) is the same for all
vertices v of G. Then (G, X) is called a homogeneous society. Let G be any graph
on n vertices with the edge density ε = ε(G). In [19, Theorem 4], it was proved
that if G is homogeneous and α = E(Xv) > ε(G) then for any positive δ, with high
probability any dynamic monopoly of G has at least n1−δ vertices. But in the proof
of that theorem we need to have α > ε(G) even when the order of G tends to infinity.
Since α and ε are both functions of |G|, in order to fulfil this condition we should
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replace α > ε(G) by α ≥ kε(G) in [19, Theorem 4], where k > 1 can be any positive
fixed number. In order to observe why we need α ≥ kε(G), it is enough to consider
G = K1,n−1 where each vertex chooses the threshold 1 with probability 1. We have
dyn(G) = 1 and hence the corresponding assertion does not hold for this example. Also
in [19], the following question concerning homogeneous networks was raised. Is it true
that dyn(G) ≥ n(1 − ε(G)/α)? The necessary comment concerning this question is that
the lower bound n(1 − ε(G)/α) for dyn(G) should be replaced by n(1 − ε(G)/α)(1 − δ),
where δ is any arbitrarily small positive and fixed number, otherwise the lower bound
does not hold. The following guiding example leads us to obtain an appropriate
lower bound for dynX(G). Then in Theorem 3.5 we show the validity of this lower
bound.

Example 3.1. Let k be any positive integer divisible by 4 and set n = 2k. Let Gn = Kk,k

whose bipartite sets are A and B. We consider the probabilistic threshold assignment
X for Gn as follows. For each vertex v ∈ A, set Pr(Xv = k) = 3

4 and Pr(Xv = 0) = 1
4 . And

for each vertex v ∈ B, set Pr(Xv = 3k/4) = 1 (that is each vertex in B has deterministic
threshold 3k/4). It is clear that for each vertex v of G, E(Xv) = 3k/4. In the following
we show that for any positive constant δ, whp (1 − δ)n/4 ≤ dynX(Gn) ≤ (1 + δ)n/4.

For this purpose, for each vertex v ∈ A, define the random variable

Yv =

1 if Xv = 0,
0 if Xv = k.

It is clear that µ = E(Yv) = 1
4 . Set S k =

∑
v∈AYv. In fact the random variable S k counts

the number of vertices in the bipartite set A with threshold 0. It is easy to see that
dynX(Gn) = 3k/4 − S k.

Now we want to prove that with high probability (1 − δ)n/4 ≤ dynX(Gn) ≤
(1 + δ)n/4. Set for simplicity ♣ = Pr((1 − δ)n/4 ≤ dynX(Gn) ≤ (1 + δ)n/4). Then

♣ = Pr
( k
2

(1 − δ) ≤
3k
4
− S k ≤

k
2

(1 + δ)
)

= Pr
( k
4
−
δk
2
≤ S k ≤

k
4

+
δk
4

)
= Pr

(
−

δk/2
√

3k/16
≤

S k − kµ
√

kσ2
≤

δk/2
√

3k/16

)
.

Since
∫ +∞

−∞
(1/
√

2π) exp(−x2/2) dx = 1, for any positive constant ε there is constant N
such that ∫ +N

−N

1
√

2π
exp

(
−

x2

2

)
dx ≥ 1 −

ε

2
. (3.1)

We may assume that k is large enough such that (δk/2)/
√

3k/16 ≥ N and

Pr
(
−N ≤

S k − kµ
√

kσ2
≤ +N

)
≥

∫ +N

−N

1
√

2π
exp

(
−

x2

2

)
dx −

ε

2
.
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These inequalities together with (3.1) imply

Pr
(
−

δk/2
√

3k/16
≤

S k − kµ
√

kσ2
≤ +

δk/2
√

3k/16

)
≥ 1 − ε.

Then, since the left-hand side is equal to ♣,

Pr((1 − δ)n/4 ≤ dynX(Gn) ≤ (1 + δ)n/4) ≥ 1 − ε.

But since ε > 0 is arbitrary, with high probability (1 − δ)n/4 ≤ dynX(Gn) ≤ (1 + δ)n/4).
For each graph Gn in Example 3.1 consider the combination |Gn|(1 − ε(Gn)/α(Gn)).

We have |Gn|(1 − ε(Gn)/α(Gn)) = n/3. Our result above in Example 3.1 concerning
dynX(Gn) shows that the inequality dynX(Gn) ≥ |Gn|(1 − ε(Gn)/α(Gn))(1 − δ) (whp)
does not hold. But we note that the inequality dynX(Gn) ≥ |Gn|(1 − ε(Gn)/α(Gn))
(1 − δ)(3/4) holds for the family {Gn}n with high probability. This suggests that a
reasonable lower bound for dynX(Gn) is |Gn|(1 − ε(Gn)/α(Gn))(1 − δ)/κ where κ is any
constant depending only on the order of graph. Fortunately, Theorem 3.5 shows that
this lower bound is valid. Before we present Theorem 3.5, let us show by an example
that even for homogeneous networks the inequality dynX(G) ≥ |G|(1 − ε(G)/α(G))
does not hold.

Example 3.2. Let Gn consist of k = n/2 vertex disjoint copies of K2. Consider the
probabilistic threshold assignment Xv for each vertex v of Gn as follows: Pr(Xv = 1)
= 3

4 and Pr(Xv = 0) = 1
4 . It is clear that Gn is a homogeneous network with α = 3

4 and
ε(Gn) = 1

2 . The inequality dynX(Gn) ≥ n(1 − ε(Gn)/α(Gn)) is equivalent to dynX(Gn) ≥
n/3. We make the following claim.

Claim. As n→∞, Pr(dynXn
(Gn) ≤ 9n/32)9 0.

For each edge e = uv ∈ E(Gn), define the random variable Ye = XuXv. It is clear that

Pr(Ye = 1) = Pr(XuXv = 1) = 3/4 × 3/4 = 9/16.

Set S k =
∑

e∈E(G)Ye. It is clear that dynX(Gn) is the number of edges with both of its
vertices having threshold 1. In other words, dynX(Gn) = S k. We use Theorem 2.7 for
S k with the assumption that k is large enough and obtain the inequalities

Pr
(
dynXn

(Gn) ≤
9k
16

)
= Pr

(
S k ≤

9k
16

)
= Pr

(S k − kµ
√

kσ2
≤ 0

)
≥

(∫ 0

−∞

1
√

2π
exp

(
−

x2

2

)
dx

)
− δ

=
1
2
− δ.

It follows that Pr(dynXn
(Gn) ≤ 9n/32)9 0. This contradicts the validity of dynX(Gn) ≥

n/3 whp.
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We now prove lower bounds for dynX(G). The first result is Theorem 3.5. In the
proof of Theorem 3.5 we shall make use of the following concentration result obtained
by McDiarmid [17].

Theorem 3.3 [17]. Let X1, X2, . . . , Xn be a sequence of independent random variables
such that 0 ≤ Xk ≤ 1, for each k ∈ {1, . . . , n}. Let S n =

∑
kXk and µ = E(S n). Then, for

any positive number δ,

Pr (|S n − µ| ≥ δµ) ≤ 2e−(1/3)δ2µ.

We also need the following result concerning dynamic monopolies from [14].

Theorem 3.4 [14]. Let G be a graph and τ be a threshold assignment to the vertices
of G. Let t̄ and tM denote the average and maximum threshold of τ, respectively. For
any dynamic monopoly M of (G, τ),

|M| ≥ |G|
(
1 −

ε(G)
t̄

) t̄
tM
.

Let {(Gn, Xn)}∞n=1 be any family of graphs with probabilistic thresholds. In the
following theorem we denote the random variable corresponding to any vertex v of
Gn by Xn,v.

Theorem 3.5. Let {(Gn, Xn)}∞n=1 be a family of graphs with probabilistic thresholds,
where |Gn| = n. Set αn =

∑
v∈Gn
E(Xn,v)/n. Suppose that there is a function f (n) = o(n)

such that Xn,v ≤ f (n)αn, for all v ∈ Gn, and that there is a constant k > 1 such that
αn ≥ kε(Gn) for all n. Then for any positive constant δ, with high probability,

dynXn
(Gn) ≥ n

(
1 −

ε(Gn)
αn

)1 − δ
f (n)

.

Proof. Let the threshold assignments in Gn be X1
n , X

2
n , . . . , X

n
n . Also let E(Xi

n) = αi
n for

each 1 ≤ i ≤ n. Set Y i
n = Xi

n/( f (n)αn). We have 0 ≤ Y i
n ≤ 1 because by the assumption

0 ≤ Xi
n ≤ f (n)αn. Set Yn =

∑
1≤i≤nY i

n. Then, by the linearity of expectation,

E(Yn) =

n∑
i=1

E(Y i
n) =

n∑
i=1

αi
n

f (n)αn
=

nαn

f (n)αn
=

n
f (n)

.

By applying Theorem 3.3 for Y1
n , . . . ,Y

n
n and Yn we obtain

Pr
(∣∣∣∣∣Yn −

n
f (n)

∣∣∣∣∣ ≥ (k − 1)δ
k

n
f (n)

)
≤ 2 exp

(
−

1
3

( (k − 1)δ
k

)2 n
f (n)

)
.

Since f (n) = o(n), the right-hand side of the inequality tends to 0. It follows
that with high probability |Yn − n/ f (n)| ≤ ((k − 1)δ/k)(n/ f (n)) or equivalently
|( f (n)αn/n)Yn − αn| ≤ ((k − 1)δ/k)αn, and then |(

∑n
i=1 Xi

n/n) − αn| ≤ ((k − 1)δ/k)αn.
Denote the average threshold

∑
i Xi

n/n by tn. It follows that, with high probability,

αn

(
1 −

k − 1
k

δ
)
≤ tn ≤ αn

(
1 +

k − 1
k

δ
)
.
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Now, by using the last inequality and Theorem 3.4, with high probability,

dynXn
(Gn) ≥ n

(
1 −

ε(Gn)
(1 − (k − 1/k)δ)αn

) (1 − (k − 1/k)δ)αn

f (n)αn

= n
(
1 −

k − 1
k

δ −
ε(Gn)
αn

) 1
f (n)

≥ n
(
1 −

ε(Gn)
αn

)
(1 − δ)

1
f (n)

.

which completes the proof. �

In [19], a family of graphs {(Gn, τn)}n, where τn is a deterministic threshold
assignment for the vertices of Gn, is said to be a dynamo-unbounded family if
there exists a function g(n) with g(n)→∞ as n→∞ such that dynτn

(Gn) ≥ g(|Gn|).
Similarly, we define {(Gn, Xn)}n to be a dynamo-unbounded family, if there exists a
function g(n) with g(n)→∞ as n→∞ such that with high probability dynXn

(Gn) ≥
g(|Gn|). Homogenous networks with α ≥ kε and networks satisfying the conditions
of Theorem 3.5 are two examples of dynamo-unbounded families. Even if in
Theorem 3.5, f (n)→∞, the related family is dynamo-unbounded, since n/ f (n)→∞.
Note also that if we remove the condition f (n) = o(n) in Theorem 3.5 then the family
is not necessarily dynamo-unbounded. For this claim, consider Gn = K1,n−1, where the
threshold of each vertex v ∈ Gn is Xn,v = degGn

(v) (that is deterministic threshold). The
conditions of Theorem 3.5 except f (n) = o(n) hold for Gn, but we have dynXn

(Gn) = 1.
Therefore {Gn}n is not a dynamo-unbounded family.

In general if a family F does not satisfy the condition Xn,v ≤ f (n)αn, Theorem 3.5
asserts nothing about the dynamo-unboundedness of F . For such networks
Theorem 3.7 can be applied. In the proof of Theorem 3.7, we make use of the following
lemma from [19].

Lemma 3.6 [19]. Let (G, τ) be a graph and ε be the edge density of G. For any dynamic
monopoly M of G, ∑

v<M

τ(v) ≤ |E(G)|.

The following theorem introduces another dynamo-unbounded family of graphs
under some conditions.

Theorem 3.7. Let {(Gn, Xn)}∞n=1 be a sequence of graphs with probabilistic thresholds
such that |Gn| = n. Let X1

n , . . . , X
n
n be the threshold assignments in Gn. Assume that

for each n there exists a constant αn such that for each i with 1 ≤ i ≤ n, E(Xi
n) = αn.

Assume also that there exist a constant k > 1 such that for all n, αn ≥ kε(Gn) and a
positive constant s such that ε(Gn) ≥ s. Then for some positive constant λ, with high
probability, dynXn

(Gn) ≥ λn.

Proof. Let δ be a sufficiently small positive number such that 1 − δ > 1/k. Let c > 4 be
such that c − 4/c(1 − δ) > 1/k ≥ ε(Gn)/αn and cs ≥ 2. It follows that for some positive
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constant ξ, ξ < (c − 4/c)(1 − δ) − ε(Gn)/αn, for all n. Now partition the vertex set of
Gn into subsets Un and Wn, such that for each vertex v ∈ Un, deg(v) + 1 > cαn and for
each vertex v ∈ Wn, deg(v) + 1 ≤ cαn. The following inequalities hold:

|Un|cε(Gn) ≤ |Un|ckε(Gn) ≤ |Un|cαn ≤
∑
v∈Un

(deg(v) + 1)

≤
∑

v∈V(Gn)

deg(v) + |Un| ≤ 2nε(Gn) + |Un|.

Then |Un|(cε(Gn)/2) ≤ 2nε(Gn) or equivalently |Un| ≤ 4n/c and therefore |Wn| ≥

(c − 4)n/c. Applying Theorem 3.3 to the set Wn and proceeding as in the proof of
Theorem 3.5, we have, with high probability,

αn(1 − δ) ≤
∑

vi∈Wn
Xi

n

|Wn|
≤ αn(1 + δ). (3.2)

Let M(Xn) be a dynamic monopoly of graph (Gn, Xn). Using Lemma 3.6, we obtain∑
vi∈Wn\M(Xn)

Xi
n ≤

∑
vi<M(Xn)

Xi
n ≤ |E(Gn)|

or, equivalently, ∑
vi∈Wn

Xi
n −

∑
vi∈Wn∩M(Xn)

Xi
n ≤ |E(Gn)|.

The latter inequality, together with (3.2), implies

|Wn|αn(1 − δ) − nε(Gn) ≤
∑

vi∈Wn

Xi
n − |E(Gn)| ≤

∑
vi∈Wn∩M(Xn)

Xi
n ≤ |Wn ∩ M(Xn)|αnc.

Now |Wn| ≥ (c − 4)n/c, so ((c − 4)n/c)αn(1 − δ) − nε(Gn) ≤ |Wn ∩ M(Xn)|αnc and

n
c

(c − 4
c

(1 − δ) −
ε(Gn)
αn

)
≤ |Wn ∩ M(Xn)| ≤ |M(Xn)|.

Recall that ξ < ((c − 4)/c)(1 − δ) − ε(Gn)/αn. It follows that nξ/c ≤ |M(Xn)|, as
desired. �

In Theorem 3.7 we have the following condition. For each n there exists a constant
αn such that, for all i with 1 ≤ i ≤ n, E(Xi

n) = αn. The following example shows
that Theorem 3.7 is not valid without this condition. For each n, let Gn = K1,n−1.
Assume that each vertex v ∈ Gn has deterministic threshold Xn,v = degGn

(v), but all
other conditions of Theorem 3.7 hold for Gn. Note that dynXn

(Gn) = 1. This violates
the assertion of Theorem 3.7.

Finally, we show that the condition ε(Gn) ≥ s in Theorem 3.7 is necessary. For
this purpose, let Gn be the graph on n vertices with only one edge. Let X = (Xv)v∈Gn

be a threshold assignment for Gn such that for all v ∈ Gn, Pr(Xv = 0) = (n − 2)/2
and Pr(Xv = 1) = 2/n. We have ε(Gn) = 1/n and αn = 2/n. Note that ε(Gn) → 0.
The assertion of Theorem 3.7 does not hold for {Gn}n. In fact by Theorem 3.7, with
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high probability, dynXn
(Gn) ≥ n(1 − (1/n)/(2/n))(1 − δ) = (n/2)(1 − δ). On the other

hand, for large n the number of vertices with threshold 1 in Gn obeys the Poisson
distribution. Consequently, the probability that there exist no vertices of threshold 1
is (20/0!)e−2. This shows that with the same probability dynX(Gn) = 0. This clearly
violates the assertion of Theorem 3.7 for this family. Hence the condition ε(Gn) ≥ s is
necessary in Theorem 3.7.

4. Concluding remarks

We conclude by observing that the results of this paper can be extended to directed
graphs. Let G be a directed graph whose minimum in-degree is at least one. Also
let τ : V(G) → N be an assignment of thresholds to the vertices of G such that
τ(v) ≤ deg−(v), for each vertex v, where deg−(v) stands for the in-degree of v. A subset
M of vertices of G is called a dynamic monopoly for (G, τ) if the vertex set of G can
be partitioned into D0 ∪ · · · ∪ Dt such that D0 = M and, for each i ≥ 1 and each v ∈ Di,
the number of edges from D0 ∪ · · · ∪ Di−1 to v is at least τ(v). Dynamic monopolies of
directed graphs were studied in [1, 6, 15]. As proved in [1], Theorem 2.4 is also valid
for directed graphs. Lemma 3.4 holds for directed graphs too. Let X be a probabilistic
threshold assignment for the vertices of a directed graph G. Similar to the case of
undirected graphs, we can define dynX(G). The directed version of the results of the
paper are also valid for directed graphs with probabilistic threshold assignments. The
proofs are similar and we omit the details.
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