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HOW SMOOTH SHOULD CURVES BE FOR CALIBRATING RADIOCARBON AGES? 
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ABSTRACT. We show that smoothed versions of the high-resolution calibration curve should be used when 14C ages are 
calibrated with large (> -3014C yr) measurement errors (represented by standard deviation am) or are mixtures of elements 
of variable age (natural sample error with standard deviation a,,). The degree of smoothing should agree with the standard 
deviation of total sample error, o,, the square root of the quadratic sum of om and a,,. However, in most cases, a, is not well 
known, especially due to difficulties in quantifying aQ. We present an inverse method that gives a measure of mean a, for dif- 
ferent materials that are widely used in (conventional) '4C dating. Calculations with large (>100) data sets of wood, charcoal, 
ombrotrophic peat and minerotrophic peat/gyttja samples indicate that a, of such materials is generally much larger than pre- 
viously assumed, mainly because of large values of a,,. This means that particularly in organic deposits, strongly smoothed 
calibration curves should be used where medium-term 14C variations (wiggles) are completely straightened. This has espe- 
cially major consequences for calibrating 14C histograms for natural 14C variations. We conclude that 14C histograms consist- 
ing of samples of organic deposits do not require correction for medium-term 14C variations and that uncalibrated 14C 

histograms need not be as suspect as is usually believed. 

INTRODUCTION 

Calibration of 14C ages has rapidly evolved into a standard procedure for 14C users, facilitated by 
the development of numerous calibration programs (Aitchison et al. 1989). Calibration is usually 
performed with a high-resolution standard calibration curve, but it is questionable whether the use 
of such a detailed calibration curve is always justified. The calibration data of Stuiver and Pearson 
(1986), Pearson and Stuiver (1986) and Pearson et al. (1986), which have been the most widely 
used, are based on high-precision 14C measurements of tree rings with very small standard devia- 
tions. Nearly all regular 14C ages have significantly larger standard deviations, suggesting that, in 
such cases, the use of a smoothed version of the calibration curve may be more appropriate. A 
related problem in calibrating 14C ages has been discussed by Mook, de Jong and Geertsema (1979), 
Mook (1983), Stuiver and Pearson (1986), Pearson and Stuiver (1986) and Michczyi ska, Pazdur 
and Walanus (1990). This refers to the time range into which the sample fits (sample "time width" 
according to Mook 1983), which is also important for choosing a calibration curve. Because the 
high-resolution calibration curve is based on samples with small time widths (20 cal yr), it shows 
subtle 14C variations that are probably not detectable in samples (e.g., sediment samples) of signifi- 
cantly larger time width. Thus, the original calibration curve should be smoothed to suit the type of 
sample used before the calibration is carried out (Monk 1983). 

We consider 14C samples as populations of elements with different '4C/' C ratios (Appendix 1) con- 
taining two error sources: 1) natural sample error, En' which is a measure of the degree of mixing of 
various elements of different age in the sample and is represented by standard deviation °n; and 2) 
measurement error, Em, which is represented by the standard deviation 0m, as determined by the lab- 
oratory. The former is familiar to the concept of time width as introduced by Mook (1983). Time 
width refers to the number of calendar years represented by a sample. Only at times (notably with 
wood) is it possible to establish this accurately. A direct relation exists between time width and On, 

as discussed in Appendix 2. 

Most samples, such as organic deposits and charcoal, have unknown 0n, which consists partly of the 
time width of the sample, and partly of various types of contamination. Note that our statistical 
assumption is that contamination will rarely lead to bimodal probability distributions. We expect 
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unimodal and more or less symmetrical probability distributions which can be described appropri- 
ately by the standard deviation. It is almost impossible to estimate contamination quantitatively for 
individual samples, but it may be significantly larger than the error resulting from sample time 
width alone. The standard deviation of total sample error, at, must be established quantitatively to 
select the appropriate calibration curve for one 14C sample or a set of 14C samples. If an is indepen- 
dent of arm (see Appendix 1), at is obtained by (cf. Mook and Streurman 1983) 

at = (aIl + Qm) [ 
14C 

yr]. (1) 

Until now, it has been difficult to determine at because of problems in determining an. Thus, a suit- 
able version of the calibration curve has usually been chosen by simply estimating mean time width 
of a sample with no quantitative analysis (e.g., Mook 1983; Stolk, Hogervorst and Berendsen 1989). 
We present here an inverse method that estimates at (and thus, an, because am is known) based on 
large (>100) data sets of various types of samples widely used in (conventional)14C dating. As will 
be shown, such an analysis has significant consequences for 14C age calibration. Our results are par- 
ticularly important for calibrating 14C histograms for 14C variations. 

METHODS 

"Real" and "Theoretical" 14C Histograms 

We selected published 14C ages of different types of sample material and constructed 14C histograms 
for each of these types (Fig. 1), using the CALHIS program (Stolk et a1.1994).14C histograms are 
obtained by superimposing individual 14C ages, each represented by a Gaussian distribution. This 
resulted in a data set for each type of material consisting of intensity I (the height of the 14C histo- 
gram) for every 10th 14C yr. These four data sets are referred to as "real" 14C histograms. Second, 
we calculated a parameter that represents the degree of clustering of 14C ages due to natural 14C vari- 
ations that can be expected for samples equally distributed over the calendar time scale. This param- 
eter, the C-value, is calculated for the same segments of 1014C yr as in the "real" 14C histograms, 
with the equation (see also Fig. 2) 

C = 0 cal yr / 14C yr where i 14C yr =10. (2) 

We used 25 calibration curves, each with different degrees of smoothing, for this analysis (Fig. 3A). 
We smoothed the curves using the SMOOTH program, which is part of the Groningen calibration 
package (van der Plicht and Mook 1989; van der Plicht 1993). This program calculates moving 
averages over the calendar time scale using a Gauss-function for weighting. Our most detailed cali- 
bration curve (calculated with a Gauss-function with smoothing parameter as = 8) contains all the 
details of the high-resolution calibration curve, whereas a curve smoothed with as = 200 only regis- 
ters the long-term 14C variations (wiggles have been completely straightened; Fig. 3A). 

A plot of C-values vs.14C age (Fig. 3B) can be regarded as a "theoretical" 14C histogram that is 
expected when the distribution of 14C samples over the calendar time scale is homogeneous. Peaks 
and troughs in such a histogram result entirely from 14C variations. Because C-values were calcu- 
lated for each of the 25 calibration curves, we obtained 25 "theoretical" 14C histograms, each corre- 
sponding to a calibration curve with a different as value. Our method performs a quantitative com- 
parison of the 14C histograms constructed for different data sets ("real" 14C histograms) and this 
sequence of "theoretical" 14C histograms. The idea behind this comparison is that the "theoretical" 
14C histogram that shows the best correspondence with a "real" 14C histogram represents the cali- 
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Fig. 1.14C histograms of data sets of (A) wood, (B) charcoal, (C) ombrotrophic peat and (D) minerotrophic peat/gyttja, con- 
structed with the CALMS program (Stolk et a1.1994). Standard peak at 200 yr BP represents one 14C age with I =1 and am 

= 45. The raw data were obtained from various sources; wood and charcoal: Lanting and Mook (1977); ombrotrophic peat: 
Janssen and ten Hove (1971), Casparie (1972), van Geel (1972, 1978), Middeldorp (1982, 1986), Dupont and Brennink- 
meijer (1984), Kuhry (1985), Witte and van Geel (1985), Dupont (1986); minerotrophic peat/gyttja: Berendsen (1982), van 
der Woude (1983), van Dijk, Berendsen and Roeleveld (1991), Torngvist and van Dijk (1993). 
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bration curve that should be used for the type of sample from which the "real" 14C histogram is con- 
structed. 

Determining Correspondence between "Real" and "Theoretical" 14C Histograms 

Because the range of C-values is different for each calibration curve (Fig. 3B), we subdivided the C- 
values into eight classes of equal size (C-class 1 being the smallest 12.5% of the C-values, C-class 
8 the largest; Figs. 3C-E). First we determined the intensity of each C-class in the "real" 14C histo- 
gram, which revealed the observed intensity for each C-class (I'; see Appendix 3). If there is no 
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relation between the "real" 14C histogram and the "theoretical" 14C histogram, we expect an equal 
intensity for each C-class. This is the intensity that can be expected in each C-class in the case of 
random distribution of 14C ages (I; Xp 

), without any clustering due to 14C variations. In principle, 
I; Xp can be calculated easily for each C-class by dividing the total intensity by the number of C- 
classes. However, the unequal large-scale distribution of 14C ages over the 14C time scale in most of 
our data sets (Fig. 1), combined with the irregular distribution of the C-class numbers over the 14C 

time scale, require a weighted calculation, as discussed in Appendix 3. 

If 14C ages cluster in certain time intervals due to 14C variations, indicating a relation between the 
"real" and the "theoretical" 14C histogram, the ratio I°bs/I; Xp will be <1 for the lower C-classes and 
>1 for the higher C-classes. If the I°bs/IIX1 ratio is plotted vs. C-class number, the slope, a, of a 
regression line through the data points is a measure of the degree of correspondence between the 
"real" and the "theoretical" 14C histograms for the calibration curve used (Fig. 4). 
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Fig. 4. Scatterplot of the ratio vs. C-class number and a linear regression line through 
the data points. Examples are given of the result for charcoal with (A) a calibration curve with 
os = 96 and (B) a calibration curve with o, = 200. The former shows a significant relation 
between I/ I; xp ratio and C-class, the latter not. 

Estimating at 

When samples with large values of at are calibrated with a calibration curve that is too detailed, the 
resulting probability distributions will contain artifacts. On the other hand, a curve that is too 
smooth will not correct sufficiently for 14C variations, which actually may be detectable in 14C sam- 
ples. Thus, the "theoretical" 14C histogram that corresponds the best to the "real" 14C histogram rep- 
resents the most suitable calibration curve for that specific type of sample; it will correct for all rel- 
evant variation without producing artifacts. The as value with the maximum slope of the I°bs/ 
I; Xp ratio is a measure for art and vice versa. The relation between opt and as is complex because ors is 
expressed in calendar years and art in 14C years. However, a conversion method is presented in 
Appendix 4, which can be used for estimating at from ors for larger data sets. By plotting the slope, 
a, of the '"r sp ratio regression line vs. the smoothing parameter, Qs, of the calibration curves, we 
estimate at by means of an inverse method. 

RESULTS 

Experiments 

We applied the procedure described above first to test the method. We used the set of 14C ages that 
formed the basis for the standard calibration curve (Stuiver and Pearson 1986; Pearson and Stuiver 
1986; Pearson et al. 1986) and calculated a ars-a plot for their high-precision wood samples. The 
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result (Fig. 5) is as expected: a steadily decreasing slope of the I°bs/Ii xp ratio with increased smooth- 
ing of the calibration curve. The maximum value is found at the most detailed calibration curve (ors 

= 8). Obviously, this is because mean Qm is only 12.714C yr (Table 1) and an is also very small, 
since the time width covered by the samples is only 20 cal yr. 
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Fig. 5. Q; a plot of the Stuiver and Pearson (1986), Pearson and Stuiver (1986) 
and Pearson et al. (1986) data set 

TABLE 1. Mean Measurement Error, 0m, of Differ- 
ent Data Sets Used in This Study 

Data set N 

Mean Qm 
(14C yr) 

Stuiver/Pearson data 362 12.7 ± 3.7 
Wood 105 46.2±21.1 
Charcoal 256 46.8 ± 16.8 
Ombrotrophic peat 97 56.4 ± 19.1 
Minerotrophic peat/gyttja 139 59.3 ± 19.4 
Charcoal (high Gm) 100 62.9 ± 16.1 
Charcoal (low arm) 100 33.8 ± 2.5 

Before analyzing and comparing data sets of different materials, we also investigated the number of 
14C ages required to arrive at reproducible results. We used charcoal samples (N = 256) and selected 
3 random sets of 50 and 3 of 10014C ages. In neither random set did mean arm differ significantly 
from mean arm of the total data set. A comparison of QS a plots of the total charcoal data set with the 
50 (Fig. 6A) and 100 ages (Fig. 6B) showed that data sets of 50 were too small, indicated by the 
large differences among the curves of Figure 6A. Not only did their absolute values differ, but their 
shapes especially differed (maximum values of a are reached at different values of US). Figure 6B 
shows that sets of 100 yield much better results; the shape of the three curves strongly resembles the 
"total charcoal" curve. This suggests that data sets of >100 are needed to obtain useful QS-a plots. 

We also analyzed the effect of different Qm values. Again, we used our charcoal data set, and split it 
into two subsets of 100 samples each; one with low standard deviations and one with high standard 
deviations (Table 1). A comparison of the two, together with the "total charcoal" curve (Fig. 7) con- 
firms that 0m strongly influences o. Maximum values for charcoal samples with low arm are found 
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at smoothing parameters of ca. 60; for samples with high 0m, maximum values are found at ca. 120. 
This confirms that smoothed curves are needed when samples with high standard deviations are 
calibrated. 

Analysis of Different Materials 

Data Selection 

We critically selected 14C ages of four types of material widely used in 14C dating: wood, charcoal, 
ombrotrophic peat and minerotrophic peat/gyttja. We used 14C results from only one laboratory 
(Groningen), to rule out possible interlaboratory differences (International Study Group 1982; Scott 
et al. 1990). Further, we only selected samples with numbers higher than GrN-4046, because these 
were corrected for isotope fractionation (Lanting and Mook 1977). We restricted our sample selec- 
tion to the time interval, 110-6100 BP, the period covered by the calibration data of Stuiver and 
Pearson (1986), Pearson and Stuiver (1986) and Pearson et aL (1986). 

https://doi.org/10.1017/S0033822200014284 Published online by Cambridge University Press

https://doi.org/10.1017/S0033822200014284


18 T. E. Torngvist and M. F. P. Bierkens 

Effect of Qm 

0.15 

ema 

0.10 

0.05 

0.00 

.05 
0 50 100 

Smoothing perameler (Oe) 

14 
[ c y=] . 

-"'0 - Totes eat (N-256) - Large 6m (N-100) '--' Smal am (N100) 
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low Qm and high am with the total charcoal data set 

Wood and charcoal samples were archaeological samples from The Netherlands. The ombrotrophic 
peat samples were obtained from raised bogs, mainly in the eastern Netherlands. The minerotrophic 
peat/gyttja samples, which usually have a significant admixture of clay, are all from the Rhine- 
Meuse delta (central Netherlands). To obtain a homogeneous data set, we used only minerotrophic 
peat/gyttja samples that had not been manually pretreated (e.g., by systematic removal of roots). 
Figure 1 shows 14C histograms of the 4 data sets. 

Results and Interpretation 

Figure 8 shows the results of all our analyses. The Qs-a plots of wood (Fig. 8A) and charcoal (Fig. 
8B) show significant maximum values of the slope of the I Is/I;xpratio. This is not the case in the 
Qs-a plots of the organic deposits (Fig. 8C, D), where a horizontal line can be drawn through the 
error envelopes. The maximum values in Figures 8A and 8B do not occur as distinct peaks, as they 
do in the Stuiver/Pearson data of Figure 5, but as plateaus. This is not surprising; the variability of 
Qm for these data sets is much higher than for the StuiverfPearson data (Table 1). The range of max- 
imum values is especially wide in the charcoal curve (os = 48-136, mean 92). Thus, we conclude 
that the variability of Qn in the charcoal samples contributes much to this phenomenon. Mean Qn can 
be calculated easily with the equation 

_ 2 
Qn - (Qt2- Qm 

150 200 

(3) 

Determining on from Qs-a plots requires that of (14C yr) is estimated from Qs (cal yr). Using the 
method discussed in Appendix 4, the correction factor for the conversion of as into ot (1/Q) was cal- 
culated for the ranges 2800-1000 BP (wood) and 4600-1800 BP (charcoal), the time intervals that 
contained most of the 14C ages of these materials (Fig. 1). Using Equation 3, mean orn for charcoal 
can be estimated at ca. 50, whereas for wood (range of maximum values at as = 24-72, mean 48), 
the value is close to 0. Note that this calculation is only valid if the laboratory error multiplier 
(Stuiver and Pearson 1986; Pearson and Stuiver 1986) is close to 1.0. If the laboratory error multi- 
plier is large, the contribution of an to ot is overestimated. 

The situation is rather different for the data sets of ombrotrophic peat and minerotrophic peat/gyttja. 
The os-a plots (Fig. 8C, D) not only show much lower values of a, they are also more or less flat. 
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Weak maxima seem to occur at values of oS of 60-100, but virtually all results are within each 
other's error limits, and thus not statistically significant. The conclusion is that medium-term 14C 

variations cannot be detected in large data sets of bulk 14C samples of these materials. 

DISCUSSION AND RECOMMENDATIONS 

General Implications for Calibration 

Our experimental results show that on (the standard deviation of natural sample error) and om (the 
standard deviation of measurement error) strongly influence the degree at which medium-term 14C 

variations are detectable in 14C samples. As mentioned above, curves for calibrating 14C ages need 
to agree with the standard deviation of total sample error (ot), in order to arrive at correct calibration 
results. The degree of smoothing of calibration curves depends on the type of material. Until now, 
appropriate calibration curves have been chosen on the basis of a "best guess" approach; for exam- 
ple, for sediment samples,100-cal-yr moving averages of the high-resolution curve have been pro- 
posed (Mook 1983; Stuiver and Pearson 1986; Pearson and Stuiver 1986; Stolk, Hogervorst and 
Berendsen 1989). Our results show that a 100-cal-yr moving average smoothed version of the high- 
resolution calibration curve (comparable to our os = 40 curve) will usually be too low an estimate. 
Especially organic deposits require a much smoother curve, which only reflects long-term 14C vari- 
ations. 

The results obtained for organic deposits are not very surprising in view of recent findings that con- 
tamination of bulk minerotrophic peat/gyttja samples may produce age deviations on the order of 
several centuries (Tornqvist et a1.1992). The results for wood and charcoal also agree with expec- 
tations. The low on determined for wood samples confirms the general opinion that wood yields 
excellent 14C ages because of its well-defined and usually narrow time width, and because it is 
unlikely to be contaminated. More problems occur with charcoal samples, which are more likely to 
contain contaminants. Further, on of charcoal is very variable, according to our results. 

In os a plots with maximum values as plateaus, for example, in our charcoal data set (Fig. 8B), the 
choice of a suitable calibration curve is ambiguous. If one uses a calibration curve that is too smooth, 
probability distributions are not sufficiently corrected for the influence of medium-term 14C varia- 
tions. On the other hand, a curve that is too detailed will reveal irregular probability distributions 
consisting of narrow and high peaks, which are, in fact, artifacts. Both situations should be avoided. 
To eliminate ambiguity, we recommend using the mean value of os in the plateau. We realize that 
this is a subjective choice, but the use of the mean value is most likely the best way to reduce poten- 
tial error as much as possible. For our charcoal data set, os =100 is appropriate; for our wood sam- 
ples, the value should be 50. For our peat samples, any calibration curve reflecting medium-term 14C 

variations is too detailed; here, the completely smooth os = 200 curve is suitable for avoiding arti- 
facts. In general, for the proper calibration of 14C ages, calibration programs need to have a smooth- 
ing option and the smoothing method needs to be described clearly. 

When one calibrates results of other types of material where large data sets are not available, the 
method presented here cannot be used. If sample time width (expressed in cal yr) is accurately 
known or can be estimated reasonably well, it may be necessary to calculate on (expressed in 14C yr) 
from the time width value, to arrive at an acceptable estimate of a. A calculation method is pre- 
sented in Appendix 2. 

The inverse method used here yields only average results for large data sets, which, as has been 
shown, usually are very variable. Thus, the first step should be an evaluation of all relevant evi- 

https://doi.org/10.1017/S0033822200014284 Published online by Cambridge University Press

https://doi.org/10.1017/S0033822200014284


Smoothed Calibration Curves 21 

dente available for individual samples, before considering the use of the results of this inevitably 
imprecise method. 

Implications for Calibration of 14C Histograms 

When individual 14C ages are calibrated, interest is usually focused on the calendar age range rather 
than the shape of the probability distribution. In such cases, the calibration result is usually not very 
sensitive to the degree of smoothing of the calibration curve. However, if the probability distribu- 
tion of the calibrated 14C age is important, the selection of a calibration curve becomes critical. The 
use of high-resolution calibration curves results in irregular calendar age probability distributions, 
whereas strongly smoothed calibration curves will result in probability distributions that remain 
generally Gaussian. This has important consequences for the calibration of 14C histograms for 14C 

variations. When calibrated 14C histograms consist of summed probability distributions of individ- 
ually calibrated 14C ages (Stuiver and Reimer 1989; Stolk et al. 1994) the choice of the calibration 
curve is most crucial. 

It has long been recognized that care should be taken with interpreting 14C histograms that have not 
been corrected for 14C variations (e.g., Geyh 1971; de Jong and Mook 1981), resulting in a general 
suspicion of uncalibrated 14C histograms. Peaks and troughs in uncalibrated 14C histograms were 
thought to be the result of medium-term 14C variations rather than the phenomena of interest. Our 
results show that calibration of 14C histograms for medium-term 14C variations may not be neces- 
sary, depending on the type of material. In the case of organic deposits, which have been widely 
used for constructing 14C histograms, disturbing effects of medium-term 14C variations are unlikely, 
and uncalibrated 14C histograms are, in principle, very useful. On the other hand, it must be kept in 
mind that 14C histograms based on bulk organic sediment samples are likely to register contaminat- 
ing effects (cf. Tornqvist et al. 1992), and thus may have limited value. 

Earlier attempts to correct 14C histograms for 14C variations (Geyh 1971, 1980) revealed synchrone- 
ity of peaks in the calibrated histograms with distortions of the 14C time scale. Geyh (1971) 
assumed a causal relation between medium-term 14C variations (caused by fluctuations in solar 
activity) and global sea-level changes, although he was later less certain about this relation (Geyh 
1980). Our results indicate that peaks in Geyh's calibrated 14C histograms may well be artifacts, 
resulting from the use of too-detailed calibration curves. Similarly, the large peaks produced by the 
KORHIS program for calibration of 14C histograms (Stolk, Hogervorst and Berendsen 1989) are 
also artifacts, as shown by Stolk et al. (1994). Thus, we believe that studies on the relation between 
medium-term 14C variations and geologic or paleoecologic phenomena should be carried out by 
wiggle matching (cf. van Geel and Mook 1989). 
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APPENDIX 1. STATISTICAL BACKGROUND 

We consider a 14C sample as a population, in the statistical sense, of elements with different 14C ages, 8, with the probability 
density function P(8). An estimate is to be made of the "real" but unknown value, 8r. A laboratory measurement can be 
viewed as an estimate of the population mean, µ. This estimate, µ, is subject to error, and thus, is not equal to the true µ 
value. µ is usually taken as an estimate of 81. The total estimation error equals e = (8r - µ) ,and can be split into two 
separate errors as 

A 

Et = En Em = (8t - µ) + (µ - µ) . 

Because 8 is unknown, it may be any of the 8 values in the population. Thus, 8 is replaced in Equation 1.1 by the stochas- 
tic variable 8 representing all the possible 14C ages in the sample. The total estimation error is made up partly of the natural 
8 variation of the population (due to the presence of elements with different 14C ages), and partly of the error in estimating 
the population mean. The latter is the measurement error of which the standard deviation, am, is routinely given by the labo- 
ratory. If this error has zero mean (unbiased estimate of µ), and is independent of the natural variation represented by (8-µ), 
£t has the following statistics 

E[at] = 0 

VAR[EJ = Qt2 = Qn2 + Qm2 
[14C Yr2] 

where a 2 = variance of 8 in the sample 

Qm2 = variance of the 14C measurement. 

(1.2a) 

(1.2b) 

The laboratory error multiplier (Stuiver and Pearson 1986; Pearson and Stuiver 1986) is not taken into account in these for- 
mulas. If the laboratory error multiplier is considerably higher than 1.0, it may contribute significantly to vt2. 

APPENDIX 2. RELATION BETWEEN TIME WIDTH AND Q, 

Figure 9 illustrates the relation between sample time width and natural 8 variation. Note that this relation only holds for un- 
contaminated samples. Total 8 variation in a sample can be attributed to two sources: l) variation due to different ages 
within the sample resulting from sample time width; and 2) variation due to 14C variations (wiggles) 

8 = 8tw + EW . (2.1) 

Figure 9 shows two curves. One is part of the most detailed calibration curve (Q, = 8); the other is part of the a, = 200 cali- 
bration curve, which can be assumed to be a straight line over such short intervals. The a5 = 200 line represents the linear 
trend of the calibration curve, which can be viewed as the variation of 8 due to different 14C ages within the sample. The 
slope a of the a, =200 line is determined by: 
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a = (Tmu - Tmin) / (8mu - emin) . 

14C Yearn (8) 

T 

Fig. 9. Determination of parameters for the conversion of time 
width values to values of an. Small parts of the high-resolution (a, 
= 8) calibration curve and a strongly smoothed curve without wig- 
gles (a, = 200) are depicted. a is the slope of the a, = 200 line, 
which is assumed to be straight over such short intervals. aW is the 
standard deviation of the difference between the two calibration 
curves. 

Both 8and a are random, because the actual values are unknown. 8, can be written as a function of time according to 
(see Fig. 9) 

8,,,(t) = 8+ at (2.3) 

where the exact but unknown calendar age, t, is now the random variable. Because t has a uniform probability distribution 
within the time width T (Tm - Tmin), the mean and the variance of 8, can be calculated easily with 

8tw = 8mm + (aT) /2 

(aetw) 
2 

= a2T2/ 12. 

Hence, the natural sample error becomes 

an(t,T) _ V((aet)2 + aW2) _ V(a2T2/12 + a,,2) [14C 
yr]. (2.6) 

The slope of the linear trend of the calibration curve, a, and the standard deviation of the wiggles, a,,, can be determined 
from the relevant part of the calibration curve. 

APPENDIX 3. CALCULATION OF I" AND IMP 

The observed intensity, I", for each C-class is obtained by dividing the intensity for each C-class, I, by the total intensity 
of the "real" 14C histogram, Itot (Fig. 10A) 

8 

where Ioba = 1 
i=1 

Io1le = Ic/pot 

If the large-scale distribution of 14C ages in the "real" 14C histogram is homogeneous, I,``p = 0.125. However, due to the ir- 
regular distribution of the C-classes over the 14C time scale (Figs. 3C-E) and the unequal large-scale distribution of 14C ages 
in the "real" 14C histograms (Fig. 1), this is not the case, making it necessary to calculate a weighted expected intensity (Ii X' 

) 
for each C-class. The 14C axis of the "real" 14C histograms is subdivided into 12 segments of 50014C yr each (110-600,610- 
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C-class number 
31613141211'13161817I51 2 141716 

Intensity 

5 
Segment number Obone a 

C-class number 

B 

Total kttensfty (It01) j Class Intensity (Ii) and segment intens ty (Ir ) 

Fig. 10. Determination of total intensity, ItOt, (A) intensity of individual C-classes, I; , (B) inten- 
sity of individual segments, I 

1110......5610-6100 yr BP), and the intensity for each segment, Ii', is determined (Fig. lOB). The weight factor for each seg- 

ment is 

Intensity A 

j = Ij /Itot 
12 

where j = 1. 
j=1 

In each segment, the C-class number has been determined for every 10th 14C yr, totaling 50 observations per segment (Fig. 
10B). The number of times that C-class i is encountered in segment j, C;j, is determined, and the relative frequency of each 
C-class for each segment is obtained by 

where 
8 

RF;j = 1. 
=1 

RF1 = C1j/50 (3.3) 

The expected intensity for each C-class is then calculated as 

12 

I"p = : (? RF;j) 

where 
s 12 

APPENDIX 4. RELATION BETWEEN O, AND Ot 

Because the smoothing parameter, a,, is expressed in cal yr and the total sample error, a,, in 14C yr, their mutual relation is 

not straightforward. This can be problematic in cases where a, -a plots cannot be calculated (e.g., due to insufficient data), 

and the choice of a calibration curve is based on an estimate of Ot. Ot is a mean value for large data sets that are nearly always 

distributed over several millennia. Because a, is constant for the whole time scale, a correction factor, Q, can be determined 

for converting Ot into a, by 

Q=Acalyr/A14Cyr. (4.1) 

In this equation, z 14C yr comprises the range of the total data set, provided that the 14C ages are roughly equally distributed 

in time. Calibration of the upper and lower limit of the 14C data range with the Groningen program (van der Plicht and Mook 

1989; van der Plicht 1993), using a a,=200 smoothed calibration curve yields A cal yr. 
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LIST OF SYMBOLS 

a slope of the I/I; P ratio regression line 

C parameter representing the degree of clustering of 14C ages due to 14C variations 

C;j number of occurrences of ith C-class in jth segment 

I intensity of a 14C histogram 

I intensity of ith C-class 

I' expected intensity of ith C-class in a 14C histogram 

observed intensity of ith C-class in a 14C histogram 

I intensity of jth segment 

I'a total intensity of a 14C histogram 

0 correction factor for determining the relation between a and a, 
RF;j relative frequency of ith C-class in jth segment 

t real age of a 14C sample [cal yr] 

T time width of a 14C sample [cal yr] 

a slope of the linear trend of part of the a, = 200 calibration curve 

Em measurement error 

En natural sample error 

E, total estimation error of the true 14C age 

EW error due to variation caused by wiggles 

® 14C age of an individual element of a 14C sample 

8, real age of a 14C sample [14C 
yr] 

® variation of 14C ages caused by time width [14C 
yr] 

weight factor 

µ mean age of a 14C sample [14C 
yr] 

µ estimation of mean age of a 14C sample [14C yr] 

am standard deviation of measurement error [14C 
yr] 

aQ standard deviation of natural sample error [14C 
yr] 

a, smoothing parameter [cal yr] 

at standard deviation of total sample error [14C yr] 

oy standard deviation of wiggles vs. a regression line [14C 
yr] a, standard deviation of variation of 14C ages caused by time width [14C 

yr] 
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