
FREE PLANES AND COLLINEATIONS 

W. O. ALLTOP 

1. Introduction. Our aim in this paper is to consolidate and extend some 
of the notions in (1; 2; 5; 6) concerning free planes in order to facilitate the 
study of their collineation groups. An upper bound mn for the orders of the 
finite subroups of Gn will be established, where Gn is the collineation group of 
the free plane Fn of rank n + 4. In the process, a result of (6) will be general­
ized. Indeed, mn will be shown to be the best upper bound for all n ^ 5. 

In (2), a confined configuration is defined. In (5), this concept is generalized 
to a confined configuration over A. We shall define a confinement of A which 
will differ slightly from each of these concepts. After a brief exposition of the 
set-theoretic concepts of closure function and intersection class, we shall 
define two closure functions on an arbitrary incidence structure, one of which 
nearly coincides with the "skeleton" discussed in (5). These closure functions 
are similar to topological closure operators and will prove useful in obtaining 
results concerning the finite subgroups of Gn. 

2. Basic and free subsets of incidence structures. By an incidence 
structure we mean a quadruple (E, P, L, I) of sets, where P is the set of points, 
L the set of lines, E = P VJ L, and / is a symmetric incidence relation between 
P and L, i.e., I Ç (P X L) U (L X P). Two distinct points are never 
incident to two distinct lines. For finite E, R(E) = 2\E\ — ( |/ |/2) is the rank 
of E. 

By a collineation of E is meant a permutation a of E which fixes P and L as 
sets and preserves incidence. The set of collineations of £ is a group G{E) 
called the collineation group of E. 

A subset of P is collinear provided all of its members are incident to a 
common line. Likewise, a subset of L is concurrent provided its members are 
all incident to a common point. A plane is an incidence structure in which each 
pair of points is collinear and each pair of lines is concurrent. A plane is 
non-degenerate whenever it contains four points, no three of which are collinear, 
otherwise, a plane is degenerate. 

Suppose that E is an incidence structure. Let E0 = E. For each pair of 
points of EQ which is not collinear, we add a new line incident to each member 
of that pair. For a pair of lines which is not concurrent, we add a new point 
incident to each member of that pair. Let Ei be the resulting incidence 
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structure. For j ^ 1, we add new points and lines to Ej in the same fashion to 
obtain Ej+i. Let F(E) = \J{Ej\ 0 S j ^ oo}, and call F(E) the free completion 
of E. F{E) is a plane and is uniquely determined up to isomorphism by E. We 
call an arbitrary incidence structure E non-degenerate or degenerate depending 
upon whether ^(-E) is non-degenerate or degenerate. 

For A £ E, we associate with A the incidence structure (A, A P\ P , 
A r\ L, (A X A) C\ I). For x G A, the A-degree of x is the number of elements 
of A to which x is incident, and we denote this number by d(x, A). We say 
that A is complete in E whenever x G £ — A implies that x is incident to at 
most one member of A. Let Ao = A and A i denote the union of A with those 
elements of E which are incident to two or more members of A. Let Ak+i 
denote the union of Ak with the members of E which are incident to at least 
two members of Ak. Let 

[A]E= U{Ak:0^k ^ » } . 

Now [A]E is the smallest subset of E which contains A and is complete in E. 
[A]E is called the E-completion of A. Then set function [ ]( ) is monotonie in 
both arguments. If E is a plane, then [A]E is a plane, perhaps degenerate, for 
all A Q E. 

Suppose that x G E. If x G [A]E, let 

sE(x, A) = min{&: x G ^4*}. 

If x £ [A]E} let s#(x, 4 ) = oo. We call sE(x, A) the [A]E-step of x. 
Let FT (A) denote the set of x G 4̂ such that d(x, A) ^ 2 . We call F r (4 ) the 

fringe of ^4. If 21 is a class of incidence structures, then 

F r ( U H ) ÇU{Fr( ,4) : A G 31}. 

By a confinement of 4̂ we mean a finite incidence structure X such that 
Fr(K) Q A. K is a, non-trivial confinement of A provided K $£ A. A confined 
configuration is a non-trivial confinement of 0 (see 2). In (5), a confined 
configuration over A is defined to be an incidence structure K, not necessarily 
finite, such that Fr(K) Ç ^4. Hence, a confinement of A is simply a finite 
confined configuration over A. 

We call a confinement X of i a B-confinement of 4̂ whenever K ^ B. 
Suppose that i£ is a ^-confinement of ^4, A C ^4^ and 5 C 2?i. Then X is 
clearly a ^-confinement of ^4i. If A C 5 and there exists no non-trivial 
^-confinement of A, then we say that A is basic in 5 . We can immediately 
prove that the relation ''basic in" is transitive. For, suppose that A is basic 
in B, B is basic in C, and K is any C-confinement of A. Then K is a C-confine-
ment of B. Since B is basic in C, we have that K Ç1 B. Thus, K is a ^-confine­
ment of A. I t follows that K C 4̂ since 4̂ is basic in IS. We see that there 
exists no non-trivial C-confinement of A ; thus, A is basic in C. It is also clear 
that if A is basic in Bf then 4̂ is basic in D whenever A Ç. D Q B. 
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We say that A is free in B provided the Am-degree of x is equal to 2 whenever 
x Ç [A]B and m = sB(x, A) ^ 1. Our first theorem will establish an equivalent 
condition that A be free in B. A later theorem will establish the transitivity 
of the relation "free in". The following constructive lemma will prove helpful. 

LEMMA 2.1. Suppose that A CI B and sB(x, A) = m < °©. Then there exists an 
[A]B-confinement K of A U {x} satisfying 

(2.1) xe KQAm 

and 

(2.2) [A H K]K = K. 

If m ^ 1, /fee» K also satisfies 

(2.3) d(*, K) ^ 2 

and 

(2.4) - K - ^ - i = {*}. 

Proof. K is simply an appropriately chosen finite subset of the socle of x 
over A (see 1 and 4). 

THEOREM 2.1. A is free in B if and only if A is basic in [A]B. 

Proof. Suppose first that A is free in B. We must show that there exists no 
non-trivial [A ^-confinement of A. Suppose that K is an [^4]B-confinement of A. 
Since K is finite, we may let 

m = max{sB(y, A): y ^ K}. 

Suppose that j » ^ l , Let x be an element of K of [^4]B-step equal to m. Since 
A is free in B and K C Am, it follows that d(x, K) g 2. Thus x £ Fr(K). 
This is a contradiction since x ? i , but Fr(K) C A It follows that ra = 0 
and Z Ç i , Thus, K is a trivial confinement of A ; therefore, 4̂ is basic in [A ]B. 

Suppose, conversely, that A is basic in [A]B. If A is not free in B, then there 
exists x Ç Am such that d(#, ^4m) ^ 3, where m = sB(x} A). Choosing zi, £2, #3 
Ç ^4m, s* I x, we let Kt be the |yl^-confinement of A VJ {zt} guaranteed by 
Lemma 2.1. Then K\ U I 2 ^ Kz \J {x) = K is a non-trivial [^4]s-confinement 
of A, a contradiction. Hence 4̂ is free in 5 . 

W7e need another lemma to establish the transitivity of "free in". 

LEMMA 2.2. If A is basic in B and B is free in C, then A is free in C. 

Proof. Since B is basic in [B]c, it follows from the transitivity of "basic in" 
that A is basic in [B]c. A is basic in [A]c since A C [A]c C [B]c. Hence A is 
free in C. 

THEOREM 2.2. If A is free in B, and B is free in C, then A is free in C. 
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Proof. Since [A ]B is complete in B and B is free in C, we have that [A ]B is free 
in C (see 8). Now A is basic in [A]B and [A]B is free in C; thus, by Lemma 2.2, 
-4 is free in C. 

3. Closure functions and intersection classes. We now present the 
definitions and basic properties of two set-theoretic concepts which will be 
applied to incidence structures in §4. Let $(5) denote the family of subsets 
of the set S. Following (3), we define a closure function on 5 to be a function 
h: Ç ( S ) - > $ ( S ) satisfying 

(3.1) A QS^A Qh(A), 

(3.2) A QB=*h(A) Qh(B), 

and 

(3.3) h2 = h. 

Note that a closure function h lacks only the property 

h(A U B) = h(A) U h(B) 

of being a closure operator in the usual topological sense. If h is a closure 
function on 5, we let 

5(A) = {ACS: h(A) = A), 

and we call g (A) the class of fixed sets of A. 
Suppose that S £ ^ (5 ) . S is called an intersection class on 5 provided 

(3.4) 5 e S 

and 

(3.5) S i e g ^ n S l G S . 

If S is an intersection class on S, we associate with S the set function 
A(<£): $ ( S ) - > $ ( S ) as follows: 

for i Ç 5 . Here, A is acting as a function with the family of intersection 
classes as domain. The closure function is not h, but &((£). 

The following theorems connect the notions of closure function and inter­
section class in a natural way. 

THEOREM 3.1. If h is a closure function on S, then the class of fixed sets %(h) 
is an intersection class on S. Moreover, h($(h)) = h. 

Proof. Since h satisfies (3.1), we have that h(S) = S. Thus 5 6 %(h). Now 
suppose that §1 C g (A). For each A Ç SI, we have that H2I Q A. Thus, 
ft(nSl) ç A(i4) = 4 . It follows that A(nH) Q H2Ï. But n » £ A(nSt) from 
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(3.1). Hence, ft(nS) = H2I, and therefore, OSI G g(A). $(*) satisfies (3.4) 
and (3.5) ; therefore, $(ft) is an intersection class on S. It remains to show-
that ft($(ft)) = ft. Suppose that 4 Ç 5 . Let 

S = {X:A QX £ $(*)}• 

Let 

g = ft(g(ft)). 

By definition, g (4) = OS) . Since ft(v4) £ S), it follows that g(,4) C ft(.4). 
On the other hand, if X Ç SD, then ft (4) C ft(X) = X. Hence, / î ( i ) Ç I , 
and therefore, ft(^4) C g ( 4 ) , Thus, h = g and the theorem is proved. 

THEOREM 3.2. J/ § w ^m intersection class on S, then ft (30 is a closure 
function on S, and %(h(%)) = %. 

The proof is in the same spirit as that of Theorem 3.1. 

We have established a natural 1-1 correspondence ft —> % (ft) between the 
closure functions and the intersection classes on a given set S. 

4. The basic and free closure functions. We shall show that both the 
class of basic subsets of an incidence structure E and the class of free subsets 
are intersection classes on E. Applying the results of §3 we may define corre­
sponding closure functions on E, the free closure function being a slight 
generalization of the "skeleton" discussed in (4). 

THEOREM 4.1. Suppose that E is an incidence structure. The class of basic 
subsets of E and the class of free subsets of E are intersection classes. Moreover, 
the basic subsets of E form a subclass of the free subsets. 

Proof. Let S3 be the class of basic subsets and (§ the class of free subsets. 
Clearly, E £ S3 and £ Ç S. Suppose that 21 C 33. Now suppose that K is an 
E-confinement of P|2I. Then K is an E-confinement of A for each A £ 21. 
Since 21 C S3, it follows that K C A for every A G 21. Hence K C n 21. Thus, 
Pi21 G 93 and S3 is an intersection class. Likewise, suppose that 21 C (g and let 
F = H2Ï. Let i£ be a [F]#-confinement of V. Then for each A £ 2Ï, i£ is an 
[-4]^-confinement of ^4, since V Q A. It follows that i£ C A for every 4̂ £ 21; 
therefore K ÇZ V. Thus, V £ (g and (S is an intersection class. For 5 Ç S, 5 
is basic in E. Since [B]E C E, we have 5 basic in [2?]#. Thus, B is free in E. It 
follows that S3 C (g. 

For an incidence structure E we let 6^ and fE be the closure functions on E 
associated with the intersection classes of basic and free subsets of E, respec­
tively. That is, bE = ft(S3) and/* = ft(S) in the notation of §3. If B C E, then 
the functions &# and / B are defined in the same way for the incidence structure 
B. If A CI B, we call bB(A) the B-basic closure of A and / B C 4 ) the B-free 
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closure of A. I t should be noted that [ ]B is also a closure function on B. The 
following relations among the three functions / , b, and [ ] are not difficult to 
prove: 

(4.1) The [A]B4ree closure of A isfB(A) ; 
(4.2) The [^4]s-basic closure of A is fB(A) ; 
(4.3) The ^-completion oîfB(A) is [A]B. 
Suppose that A C B. By the total B-confinement of A we mean the union 

of all of the .B-confinements of A, and we denote this by KB(A). Suppose that 
x £ KB(A), but x (? bB(A). There exists a ^-confinement K oî A which 
contains x. Thus, K is a ^-confinement of bB(A), but X $£ ^(^4) . This is a 
contradiction since bB(A) is basic in f>. We conclude that x Ç bB(A)y and 
#2,(4) Ç Ô B U ) . 

THEOREM 4.2. If A Q B, then bB(A) = KB(A). 

Proof. It suffices to show that bB(A) Ç 2£B(^4). For this we need only show 
that A C i£B(^4) and KB(A) is basic in B. Suppose that a Ç A. Then {a} is 
a ^-confinement of A ; therefore, a G i£B(i4). Thus, 4̂ C i£B(^4). Now suppose 
that X is a ^-confinement of ^ ( ^ 4 ) . For x 6 Fr(2£) C i£B(^4) there exists a 
^-confinement X^ of A such that x G Kx C i£B(^4), by definition of X B ( 4 ) . 
Let 

L = KVJ \J\KX: x e Fr(K)}. 

We have that 

Fr(L) C Fr(K) U U { F r ( i Q : x £ Fr(X)}. 

Since F r ( i Q C , 4 , we have that Fr(L) Q Fr(K) U A. For x (E Fr(i£), 
either x G ,4 or d(x, L) ^ d(x, i Q ^ 3. Thus, Fr(L) C i , and L is a 5 -
confinement of A. Hence, L CI i£5(^4). Since K Ç L, it follows that i£ Ç 
X B ( 4 ) , and 2£BC4) is basic in B. 

5. Finite subgroups of Gn. We shall show that a finite subgroup i? of Gn 

fixes, setwise, some finite free generator B of 7v The representation of H in 
G {A) defined by a —>a \ A, a £ H, is 1-1 since 4̂ generates Fn. Thus, H may be 
considered as a subgroup of G (A). A lemma will enable us to restrict the 
discussion to a subclass of these generators. Ultimately, an extensive case 
analysis of a family of finite incidence structures is necessary in order to 
establish an upper bound for the orders of the finite subgroups. 

E is called a free extension of A provided A is free in E, and A generates E. 
If £ is a free extension of A, we call A a free generator of E. 

Let Pn be the incidence structure consisting of the n points Xi, x2, . . . , xn 

and the line y with x ; incident to y for 1 ^ j ^ w — 2. For w ^ 4, we let 
iv = F(Pn) and call 7^ the free plane of rank n + 4. Then Gn = G(Fn). 
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An incidence structure E is open provided 0 is basic in E. If A is a free 
generator of E and A is open, then E is open. For, suppose that K is an E-con-
finement of 0. Then K is an E-confinement of A. But A is basic in [A]E and 
[A]E = E. Thus, I Ç i . Now K is an A -confinement of 0. Since A is open, 
I Ç S . Thus, 0 is basic in E, and therefore E is open. 

The finite free generators of Fn are precisely those finite subsets A Ç1 Fn 

such that R(A) = w + 4 and 4̂ generates Pw (see 2 and 8). If A is any finite, 
open, non-degenerate incidence structure of rank n + 4, then F (A) is iso­
morphic to Fn (see 2). 

Henceforth, we shall simply write s, [ ], / , and & in place of the functions 
sFny [ ]*•„, /Vn> and èFn. The following lemma gives us some fundamental 
information regarding the basic and free closure functions on Fn. 

LEMMA 5.1. If A is a finite subset of Fn, then b(A) andf(A) are finite. 

Proof. Let P be a finite free generator of Fn. Since A is finite and A C [P], 
we may let 

r = max{s(a, P ) : a G ^4}. 

Since ^4r is a free generator of Fn, Ar is basic in Pn. Since 4̂ Ç AT, we have 
that b(A) Ç ^4r. But ^4r is finite since P is finite. Thus, &C*4) is finite. Since 
f{A) C J ( ^ ) , / ( 4 ) i s also finite. 

The next lemma establishes the commutativity between a collineation and 
the basic and free closure functions. 

LEMMA 5.2. If a G GnandA ÇZ Pn, thenb{A)a = b(Aa) andf(A)a = f(Aa). 

Proof. Suppose that x G b(A)a. Then x = ya for some 3/ G b(A). Thus, 
there exists an /^-confinement K of A such that y G X, by Theorem 4.2. 
Hence, 3>a: £ i£a, thus x G i£a. But Ka is an Pw-confinement of Aa ; thus, 
x G 6(^4OJ). Hence &(^4)a Ç b(Aa). Conversely, suppose that x G b(Aa). 
There exists an /^-confinement K of Aa such that x £ K. Thus, xor1 G Ka"1. 
But Xo:-1 is an /^-confinement of (Aa)a~1 = ^4. Thus, xor1 G 6 (-4), and 
therefore, x G &C4)a. It follows that b(Aa) Ç &(4)a, and therefore b(A)a = 
b(Aa). The proof of the analogous result for / is similar. 

The following theorem lays the groundwork for our discussion of the finite 
subgroups of Gn. This theorem is a generalization of a result of Lippi in (6) 
concerning a single finite collineation. 

THEOREM 5.1. If H is a finite subgroup of Gny then there exists a finite free 
generator A of Fn such that AH = A. 

Proof. Let P be a finite free generator of Fn. Let A 0 = PH. We claim that 
A = b(A0) satisfies the requirements of the theorem. Clearly, A is finite since 
P and H are finite. From Lemma 5.1, it follows that A is finite. Since A0 C A 
and Ao generates Fnj we know that A generates Fn. Thus, from Theorem 2.1, 
A is a finite free generator of Fn. For a G H, we have that Aa = b(AQ)a. 
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Applying Lemma 5.2 we obtain b(A0)a = b(A0a) = b((PH)a) = b(P(Ha)) = 
b(PH) = b(A0) = A. Thus , Aa = A for each a G 77, and therefore, 
,477 = i4. 

We see t h a t every finite subgroup of Gn occurs as a subgroup of some G (A), 
where A is a finite, open, non-degenerate incidence s t ruc ture of rank n + 4. 
We now look for a smaller class of incidence s t ructures whose collineation 
groups represent all finite subgroups of Gn in the same manner . 

L E M M A 5.3. Suppose that A is a finite incidence structure. Let S be the set of 
points (lines) of A of degree 2. Then DG(A) = D, where D = A — 5. 

Proof. Since collineations preserve degree, Sa = S for all a G G (A). Thus , 
Da = D for all a G G (A). 

T H E O R E M 5.2. If A is a finite incidence structure, then there exists a finite free 
generator D of A siich that DG(A) = D and D contains no elements of degree 2. 

Proof. Le t D\ be the result of removing from A its points of degree 2. Let 
D2 be the result of removing from D\ its lines of degree 2. W e repeat this 
procedure obtaining a decreasing sequence of incidence s t ructures A, Di, D2, 
. . . . Since A is finite, there exists an integer r such t h a t Dr = Dr^i = . . . . 
Le t D = DT. Clearly, D contains no elements of degree 2. Repeated application 
of Lemma 5.3 proves the remaining condition required of D by the theorem. 

Suppose t h a t H is a finite subgroup of Gn. Let A be the finite free generator 
of Fn guaranteed by Theorem 5.1. Le t D be the free generator of A guaranteed 
by Theorem 5.2. Then D is a finite free generator of Fn ; thus , the representat ion 
jff—> G(D) defined by a —> a\D is 1-1. Thus , we have the group H embedded in 
the collineation group of a finite free generator of Fn which contains no 
elements of degree 2. Next we consider the result of removing elements of 
degree 1. 

L E M M A 5.4. Suppose that A is a finite incidence structure. Let T be the set of 
points (lines) of A of degree 1. Let t = \T\. Then DG(A) = D, where D = B 
- T, and \G(A)\ S t\\G(D)\. 

Proof. As in the proof of Lemma 5.3, Ta = T for all a Ç G(A) since 
collineations preserve degree. Thus , Da — D for all a 6 G (A). Let 5(7") 
denote the group of all permuta t ions of T. Now consider the representat ion 
G(A) —> S(T) X G(D) defined by a —> (a\T, a\D). Since this representat ion 
is 1-1, we have t h a t \G(A)\ ^ \S(T) X G(D)\ - |S(7")| \G(D)\ = tl\G(D)\, 
and the lemma is proved. 

A finite, non-degenerate, open incidence s t ruc ture A is said to be of type U 
provided: either A consists only of elements of degree 0, or A contains no 
elements of degree 2, and A becomes degenerate upon removal of its points of 
degree 1. T h e following theorem relates the order of a finite subgroup of Gn to 
t h a t of a collineation group of a type U incidence s t ruc ture . 
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THEOREM 5.3. If H is a finite subgroup of Gn, then there exists an incidence 
structure A of type U such that \H\ ^ t\\G(A)\, where R(A) = n — t + 4 and 

Proof. Our proof is based upon alternate applications of Theorem 5.2 and 
Lemma 5.4 to the incidence structure guaranteed by Theorem 5.1. Let B be 
the generator of Fn guaranteed by Theorem 5.1. Then \H\ ^ \G(B)\. Let Ax be 
the subset of B guaranteed by Theorem 5.2. Then \G(B)\ S G(A\)\. Applying 
Lemma 5.4 to A i we obtain 7\. Letting t\ be the associated integer of Lemma 
5.4, we have that R{TX) = R(Ai) - h = n - h + 4, and |G(^i) | g*! |G(r i ) | . 
Now we apply Theorem 5.2 to 7\ to obtain A2. We then apply Lemma 5.4 to 
A o to obtain T2. Continuing in this fashion we obtain a sequence A±, 7\, A2l 

T2, ... . R(Ak+1) = R(Tk) = R(Ak) - tk = n - (h + t2 + . . . + k) + 4, 
and \H\ g |G(i4i)| ^ *i!|G(i42)| ^ . . . ^ h\t2\ . . . fc! |G(i4*+i)|. This process 
terminates when Ak contains no elements of degree 1. Suppose that this occurs 
at fe = s. We let C = Ar, where Ar is the last non-degenerate incidence 
structure in the sequence, and we let / = h + . . . + tT-i. Then 

\H\ ^ h\...tT^\\G{Ar)\ ^ *!|G(ilr)|. 

Likewise, R(Ar) = n - (h + . . . + /r_i) + 4 = » - / - 4. Clearly,0 ^ * S n - 4 
since R(C) à 8- If f = s, then C consists only of elements of degree 0, and we 
let A = C. If not, then C contains no elements of degree 2 and becomes degen­
erate upon removal either of points of degree 1 or of lines of degree 1.1 f C becomes 
degenerate upon removal of its points of degree 1, then we again let A — C. If 
not, then we let A be the dual of C. In any case, A is of type £7and satisfies the 
requirements of the theorem. 

Let U be the class of type U incidence structures, and let 

Ur = {A e U: R(A) = r). 
Now let 

ur = max{|GC4)|: A G Ur}. 

Suppose that H is a finite subgroup of Gn. From Theorem 5.3 we have that 
\H\ S tlun-t+i for some integer t, 0 S t S n — 4. Letting 

mn = max{t\un-t+4: 0 ^ / ^ n — 4}, 

we see that mn is an upper bound for the orders of the finite subgroups of Gn. 
We shall discover that for n ^ 5, mn is in fact the best such upper bound. 

After calculating ur we shall see that m5 = Us, and mn = un+± for n ^ 5. 
Our major task is the calculation of uT. Let 3 be the subclass of U consisting of 
those members of U which contain only elements of degree 0. Let SB = U — «3-
If A G 233, then A contains no elements of degree 2, and A* is degenerate, 
where A* is the result of removing from A its points of degree 1. Let 23 be the 
class of F such that V = A*, for some A G $3. An incidence structure V G 23 
has the following properties: V is degenerate, V contains neither points of 
degree 1 nor points of degree 2, and a non-degenerate incidence structure, 
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namely some A G SB, may be obtained from V by adding some new points 
each of which is incident to exactly one line of V. 

Let zr and wT denote the maxima of the orders of the collineation groups of 
rank r members of 3 a n d SB, respectively. Then ur = maxjsn wr\. 

First, we shall compute zr. If A G 3 , then A consists of a points and b lines 
with no incidences. R(A) = 2{a + b), and we see that 

zr = max{a\bl: 2(a + b) = r}. 
Hence, 

_ j ( | r) ! for r even, 
Zr ~ \ 0 for r odd. 

In order to compute wr we need a survey of the members of the class SB. 
This, in turn, requires a survey of the class 33. We shall decompose 33 into nine 
disjoint classes 33(1), . . . , 23(9). This decomposition of 33 induces a decomposi­
tion of SB as follows. Let 3B(i) be the subclass of SB consisting of those A G SB 
for which A* G 33(i). Now SB is decomposed into the classes SB(1), . . . , SB(9). 
Clearly, 

wr = max{wr(i): 1 ^ i ^ 9}, 

where wr(i) is the maximum of the orders of the collineation groups of rank r 
members of SB (2). 

If F G 33, then F(V) is a degenerate plane. Hence, all members of 35 may 
be found among the free generators of degenerate planes. A discussion of 
degenerate planes will prove helpful. 

Let 35 denote the class of degenerate planes. Let 3)(1) = {DP}, where DP 
denotes the plane consisting of a single point x. Let 35(2) = {DL}, where DL 
denotes the planes consisting of a single line y. In (5) it has been shown that 
every other degenerate plane contains a point x and a line y such that every 
line except perhaps y is incident to x, and every point except perhaps x is 
incident to y; x and y may or may not be incident to one another. Let 3)(3) 
be the class of such planes in which x and y are incident, and let ©(4) be the 
class of such planes in which x and y are not incident. Let Dz(a, b) be the 
plane containing the a + 1 points x, Xi, x2y . . . , xa and the b + 1 lines y, y±, 
3>2, . • • , yu with x incident to y, xt incident to y for 1 ^ i g a, and x incident 
to y j for 1 S j S b. Then 

©(3) = {Dz(a, b): a, b ^ 0}. 

Let D±(c) be the plane containing the c + 1 points x, Xi, x2j . . . , xc and the 
c + 1 lines y, yly y2, . . . , yc with x incident to yu y incident to xu and xt 

incident to yt, for 1 ^ i ^ c. Then 

35(4) = \D,(c): c^O}, 
and therefore 

SD = U W ) : 1 è i ^ 4}. 
Since F(V) G 3) for all F G 33, we may obtain any member of 33 by 

successively deleting elements of degree 2 from some member of 3). We shall 
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exhaust the class 33 by considering all such possible successions of deletions 
from members of 35. We recall that a member V of 33 contains neither points 
of degree 1 nor degree 2, and that a member of SB may be obtained by adding 
points incident to a single line of V. In particular, V must contain at least one 
line. 

First consider D(l). No deletions may be made from DP; thus, DP itself is 
the only candidate for membership in 23. But DP contains no lines ; thus, 
DP $ 33. Considering 35(2), we see that although DL contains the line y, no 
matter how many points are added incident to y, the resulting incidence 
structure is degenerate. Hence, DL (? 33. 

Now consider 35(3). No deletions may be made from 2}3(0, 0). 2)3 (0, 0) 
contains a point of degree 1 ; thus, it is not a member of 33. From 2}3(0, 1) we 
may delete the point x obtaining the plane Vi consisting of the two lines 3/, y^. 
By adding three points incident to y and three points incident to yi we obtain 
a member of SB. Thus, Vi G « and we let 58(1) = {Vi}. 

Consider 2}3(0, J), 4 ^ 2 . Since the degree of x is b + 1 ^ 3, no deletions 
may be made. Again we may obtain a member of SB by adding sufficiently 
many points to y and y\\ thus, £3(0, b) G 33. Let 

33(2) = {P8(0,6): b ^ 2}. 

From 2}3(1, 1) we may delete either x or y, but not both. If we delete y, then 
x still has degree 1; thus 2)3(1, 1) — {3;} $ 33. If we delete x, then x\ still has 
degree 1. We conclude that £>3(1, 1) - {x} £ 33. 

2}3(1, 2) contains the point Xi of degree 1 ; thus, we must delete y. Now x has 
degree 2 and therefore we must delete x. Let 

73 = 2)3(1,2) -{x,y}. 

By adding sufficiently many points to y in V% we obtain a member of SB. Thus, 
we let 33(3) = {F3}. 

Now consider P 3 ( l , b), b ^ 3. Since x has degree 1 in 2}3(1, b), we must 
delete y. Let 

V,(b) =Di(l9b) -{y}. 

By adding at least two points to y\ we obtain a member of SB. Thus, ^4(6) € 33. 
Let 

«(4) = \V,(b): b è 2}. 

Now consider D3( l , 0). The only element which may be deleted is y. But 
deletion of y leaves no lines. Thus Dz(l, 0) — {y} (£ 33. No deletions may be 
made from Dz(a, 0), a ^ 2. Moreover, D3(a, 0) contains points of degree 1; 
thus, D 3 fe 0) € 33. 

Consider 2}3(2, 1). Since # has degree 2, it must be deleted. This leaves y of 
degree 2 and x, #1 of degree 1. Hence, we delete y to obtain V5 = Dz(2, 1) 
— {#, 3;}. By adding three or more points to yi we obtain a member of SB. 
Thus, V5 e 33. Let 33(5) = {F5}. 
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D3(a, 1), a ^ 3, contains the points xi, . . . , xa of degree 1, which cannot be 
deleted. Neither can y be deleted, since a ^ 3. Even if we delete x, y still has 
degree a ^ 3. We conclude that Dd(a, 1) yields no new members of 23. From 
Dz(a, b), a ^ 2, 6 ^ 2, no deletions are possible. Since Z^fe 6) contains points 
of degree 1, D$(a, b) (£ 23. We have now exhausted the class T)(3). 

Turning to 35(4), consider ^ ( O ) . No deletions are possible. Any new points 
must be added incident to y, yielding a degenerate incidence structure. DA(1) 
is isomorphic to Dz(l, 1) which has already been considered. Now consider 
DA(2). In order to obtain a candidate for membership in 23, each point of 
DA(2) must either be deleted, or its degree reduced to 0 by the deletion of 
lines. We may remove all three points x, xh x2 to obtain V%. By adding one 
point to each of the lines yi and y2} we obtain a member SB. Let 23(6) = { Ve}. 
Now suppose that the degree of x is to be reduced to 0. Then 3/1 and y2 must be 
deleted. Now x\ and x2 have degree 1 ; thus, y must be deleted. Since there are 
no remaining lines, the resulting incidence structure is not in 23. 

Now consider D±(c), c ^ 3. If any line yt is deleted, then the degree of xt is 
reduced to 1. In order to obtain a member of 23, the degree of xt must be 
further reduced to 0. This entails deleting the line y. Hence, the degree of y 
must be reduced to 2. This can be done only by removing all but two of the 
points xt. Hence, we may assume that either all xt are removed or all but two 
of the xt are removed. We may delete the c points xlf . . . , xc to obtain Vi{c). 
By adding a point to y, we obtain a member of SB. Let 

23(7) = {V?(c): c è 3}. 

On the other hand, we may start by deleting from DA(C) the c — 2 points 
and then delete y. Then we delete the two lines yc-i and yc. In 

the case c = 3, the point x is now of degree 1 ; thus, we do not have a member 
of 23. If c = 4, x now has degree 2, and we delete x to obtain V&. V8 consists 
of the points x3, x4 and the lines 3/1, y2 with no incidences. By adding a point to 
y 1 in V8 we obtain a member of 2B; thus V8 G 23. We let 2?(8) = {V8}. If 
c ^ 5, we let 

Vç>(c - 2) = {x, xc_i, xe, ylt y2,. • . , 3^-2}. 

By adding a point to yi in F9(c — 2) we obtain a member of 2B. Thus, 
V9(c - 2) £ 23, and we let 

25(9) = {V,(c): c è 3}. 

We now give two examples of the calculation of the wr(i). A member of 
2B(1) is obtained by adding points incident to lines of a member of 23(1). 23(1) 
contains only Fi, where Vi consists of the two lines y and yi. Suppose that we 
add k points to y and k± points to yi to obtain Wi(k, ki). Then R(W(k, kx)) = 
4: + k + ki. In order that Wi(k, ki) be non-degenerate, we must have 
k > 1, ki > 1. A member of 2B is a type U incidence structure and has no 
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elements of degree 2. Since d(y, Wi(k, ki)) = k and d(yi, Wi(k, ki)) = kh we 
must have k ^ 3 and k\ ^ 3. If k = ki, then 

If k 7^ ku then 

!G(T^i(Jfe,*i))| = klhl 

Taking the maximum of \G(Wi(k} ki))\ subject to the restrictions k + ki = 
r — 4, k §: 3, and ki ^ 3, we obtain: 

fO for r = 8, 9, 
/ i N 72 for r = 10, 

W ' ( 1 ) = 11152 forr = 12, 
[3!(r — 7)! otherwise. 

A member of SB (2) is obtained by adding points incident to lines of a 
member V2(b), b ^ 2, of 35(2). Let W2(/o, / i , . . .) be the member of SB(2) 
obtained by adding k points to each of } \ of the lines of V2(b), k = 0, 1, . . . . 
Then / 0 + / i + . . . = b + 1, and 

2 W ( f o , / i , . . . ) ) = 2 + £ { ( & + ! ) / * : £ g 0 } . 

Suppose t ha t / i > 0. Then exactly one new point was added incident to some 
line jj. Thus, d(yjy W2(fo,fi, . . .)) = 2. This is a contradiction since W2(fo, 
/ i , . . .) is a type £7 incidence structure. We conclude t h a t / i = 0. In order 
that H^Cfo,/i, • . .) be non-degenerate we must have that 

ZÎA: * > 0} è 2. 

That is, the total number of points added must be at least four, and they 
must not all lie on the same line. Furthermore, 

| G W a o . / i . . - . ) ) l = n ( / t ! ( J ! ) f t : i è 0 ) . 

Taking the maximum over the rank r members of SB(2), we obtain 

(0 for r = 8, 
18 for r = 9, 

wr(2) = <{l6 for r = 10, 
72 for r = 11, 

\2{r — 7)! otherwise. 

Calculation of the remaining wT(i) is similar, and we omit the details. The 
values of wr(i) are given in the following table. 

We see that 

(2 for r = 8, 
wr = \ 72 for r = 10, 

I 2 (r — 6) ! otherwise. 
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wr{i) 

r = 8 r = 9 r = 10 r = 11 r = 12 r è 13 

0 0 72 144 1152 3!(r - 7) 
0 8 16 72 240 2(r - 7) 
2 6 24 120 720 (r-6) 
0 4 12 48 240 2(r - 7) 
0 12 48 240 1440 2(r - 6) 
2 6 6 24 120 (r-7) 
0 4 12 48 240 2(r - 7) 
0 2 4 12 48 2(r - 8) 
0 0 0 8 24 4(r - 9) 

Since ur = max {sr, wr} we have that u8 = z8 = 4!, ud = w^ = 2-3!, Wio = 
Sio = 5!, and ^ r = wr = 2(r — 6) ! for r ^ 11. Thus, 

U\ forr = 8, 
wr = i 5 ! forr = 10, 

[2(r — 6)! otherwise. 

We now calculate mn. Let 

xn = max{/!«n_(+4: 0 S t S n — 7} 
and 

y„ = max{/!^_ î + 4 : ?z — 6 ^ / ^ ^ — 4}. 

Then mn = max{xw, yn}. For 4 ^ w ^ 6 we have that xw = 0. Thus, ra4 = ^4 = 
Ws, W5 = 3>5 = ^8 and ra6 = 3>6 = ^10. Now suppose that n ^ 7. Then 
xw = 2(w — 2) ! and yn = 4(w — 4) Î. Hence wn = 2(w — 2) !. We have proved 
the following theorem. 

THEOREM 5.4. If H is a finite subgroup of Gn, then \H\ ^ mnj where 

f4! for n = 4, 5, 
raw = •{5 ! /or w = 6, 

[2 (w — 2) ! otherwise. 

We now establish the fact that for n ^ 5, mn is the best upper bound for 
the orders of the finite subgroups of Gn. We shall exhibit a subgroup of Gn of 
order mnj for n 9^ 5. 

Suppose that w = 4. Let i be a free generator of F± consisting of four 
points. Now G (A) is isomorphic to 5 4 ; thus |G(^4)| = 4! = w4. Since each 
member of G (A) has a unique extension of F^ G (A) is a subgroup of G4. 
Suppose that n = 6. Let 4̂ be a free generator of FQ consisting of five points. 
Now G (A) is isomorphic to S5; thus |G(^4)| = 5! = ra6. As before, G (A) is 
actually a subgroup of G6. Suppose that n ^ 7. Let i be a free generator of 
Fn consisting of n points Xu x2, . . . , xn and one line y with xt incident to y for 
1 g i g w - 2 . N o w G ( i ) is isomorphic to S 2XS;_2; thus | G (,4 )| = 2 ( « - 2)! = 
raw. Again, G04) is a subgroup of Gn. 
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COROLLARY 5.1. For n ^ 5, the upper bound mn of Theorem 5.4 is in fact the 
best upper bound. 

The best upper bound for the orders of the finite subgroups of G& is not 
known. From Theorem 5.4 we conclude that 24 is an upper bound. It is 
easily shown that the best upper bound is greater than or equal to 12. Let A 
be the free generator of F5 consisting of the five points Xi, x2, . . . , x5 and one 
line y, with xh x2, and x3 incident to y. Then |G(^4)| = 12 and G (A) is a sub­
group of G5. The author conjectures that 12 is in fact the best upper bound 
for n — 5. 

The author is grateful to the referee for his many helpful suggestions 
concerning this paper. 
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