
FREE PQ-ALGEBRAS 

P I E R R E ANTOINE G R I L L E T 

By a PQ (product-quotients) algebra, we mean a non-empty set se together 
with three single-valued and not necessarily associative operations ., / , \ that 
we shall treat as product, right quotient, and left quotient although we 
require no relation between them. The theory of binary systems provides the 
following examples: 

A. se is the set of all subsets of a groupoid G (which may be a semigroup) 
with the operations defined by: 

A.B = AB = {ab;a 6 A,b G 5 } , 

A/B = A y B = {x e G\BxC\A 9* 0}, 

A\B = A'-.B = {% Ç G)xA r\B 7* 0}. 

B. se is a quasigroup with the operations defined (cf. 1 ) by: 

a.b = ab, 

a/b = unique x such that bx = a, 

a\b = unique y such that ya = b. 

A third example is any residuated groupoid, the quotient operations being 
then a/b = a . • b and a\b = b * . a (e.g., the set of all ideals of a ring) (cf. 5). 

Our purpose is to study the congruences ^ on a groupoid or semigroup or 
quasigroup G such that G/% is a commutative and cancellative semigroup 
(an abelian group if G is a quasigroup). We call such congruences associative, 
commutative, and cancellative and want to characterize their classes and 
construct the smallest. The smallest cancellative congruence on a semigroup 
was first constructed by Lefebvre (9). Our construction is completely new 
and makes use of concepts that we first develop in any free PQ-algebra and 
later interpret in terms of binary relations on G. 

The free PQ-algebra generated by a non-empty set S is just the set of all 
(non-empty) words made from the elements of ê and the three operations 
with a suitable disposition of parentheses. In this algebra we define for each 
X Ç S a rank function rkx (rkx P is the number of times X appears in P) 
and a degree function dx° which is completely determined by the following 
conditions: dx°X = + 1 , dx°Y = 0 if Y G <T, Y ^ X, and 

dx°(P.Q) = dx°P + dx°Q, dx°(P/Q) = dx°P - dx°Q = dx°(Q\P). 
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If X G S and 3F Ç S — {X}, an element P of the algebra is an J^-force 
element in X if rkxP = 1, dx°P = + 1 , d r °P = 0 if F G ^ and rk z P = 0 if 

If now G is a groupoid, we have a free PQ-algebra se on <f U {X}, where (f 
is the set of all subsets of G and X an "indeterminate." For every P G *s/, we 
have a mapping / P of S into itself, whose value fP(A) at 4̂ is obtained by 
replacing X by A and the three operations of se by the corresponding opera­
tions described in example A. We also make G a subset of S by the identifica­
tion of {x\ and x for all x G G. Then we prove the following theorems: (1) the 
smallest associative and cancellative congruence ^ on G is the set of all pairs 
(x, y) such that y G fp(x) for some G-force element P in X; (2) a non-empty 
subset H of G is a class of some associative, commutative, and cancellative 
congruence on G if and only \i fP(H) C i f for all P as above. 

These results hold verbatim if G is a semigroup or a quasigroup. However, 
any congruence on a semigroup is associative; and we prove that, when G is 
a quasigroup, one can use the free PQ-algebra generated by G U {X} (instead 
of se ) in the construction of ^ and then <€ appears as the transitivity 
equivalence of a canonical group of transformations. 

We are glad to express here our gratefulness to Professor Naoki Kimura 
for the interest he expressed in this work, and to Professor Edwin Clark for 
many helpful suggestions about the wording of this paper. 

1. Free PQ-algebras. 

1. Let se be the free PQ-algebra on the non-empty set S. If X G ê and 
P G se, rkx P denotes the number of times X appears in the word P (cf. 
introduction). By rk P we mean 2Zx€^rkxP; it is just the length of the 
word P , a positive integer since the empty word is left out. 

Most of the proofs in this section are by induction on the rank, using the 
following 

PROPOSITION 1.1. Every P Ç se of rank larger than 1 can be written uniquely 
in exactly one of the forms Q.R, Q/R, Q\R. Then rkx P = rkx Q + rkx R for 
each X G S and rk P = rk Q + rk R. 

Proof. The expression of P as a word gives immediately the existence of 
such a decomposition of P; note that, if it were not unique, then se would 
not be free. The assertions on the ranks are obvious. 

2. For each X £ $ and P , Q G se, P ox Q is the word obtained from P 
by replacing X by Q each time X appears in P . More precisely: 

PROPOSITION 1.2. For every X G $ and Q G se there exists a unique mapping 
P —• P Ox Q of se into se such that: 

(i) XoxQ = Q, YoxQ = F if F G S, Y ^ X; 
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(ii) for every R, S G se : 

(R.S)oxQ = (RoxQ).(SoxQ), 

(R/S)oxQ= (RoxQ)/(SoxQ)J 

(R\S)oxQ= (RoxQ)\(SoxQ). 

Proof. By 1.1 the existence and uniqueness of this mapping, postulated when 
r k P = 1, are immediate by induction on rk P . Observe that (ii) simply 
means that our mapping is a homomorphism. 

Observe also that P ox Q = P whenever rkx P = 0. 

PROPOSITION 1.3. For allP, Q G se and X, YG S\ 

vkx(PoxQ) = rkxP.rkxQ, 

rkY(PoxQ) = rkYP+ rkxPrkYQ if Y ^ X. 

Proof. By (i) of 1.2, these formulae hold when rk P = 1. If n > 2 and if 
they hold when r k P < n, then they hold when r k P = n. Indeed, 1.1 gives 
P = R.S or R/S or P \ 5 , with rk R < n, rk S < n; then the formulae hold for 
R and S, hence for P by (ii) of 1.2. 

3. Now we define the degree functions. 

PROPOSITION 1.4. For each X 6 S there exists a unique mapping dx° of se 
into the set of all integers such that'. dx°X = + 1 , dx°Y = 0 if Y G S — {X} and 

dx°(P.Q) = dx°P + dx°Q, dx°(P/Q) = dx°(Q\P) = dx°P - dx°Q. 

Proof. The existence and uniqueness of dx°P are postulated when rk P = 1, 
and follow, for all P , from 1.1 and the formulae above by induction on rk P . 

PROPOSITION 1.5. |dx°P| < r k x P and dx°P = r k x P (2). 

Proof. This is clear when rk P = 1. Assume that it holds for all 5 G se 
such that rk S < n (where n > 2) and that rk P = n. Then P = Q.R or 
Q/R or R\Q by 1.1 and 

|^x°P| = \dx°Q ± dx°R\ < \dx°Q\ + \dx°R\ <rkxQ + rkx R = rkx P , 

dx°P s dx°Q ± dx°R EE dx°Q + dx°R = rkxQ + rkx R ^ vkx P (2) 

since rk Q < n} rk R < n. 

PROPOSITION 1.6. ForallP, Q G se andX, Y G S\ 

dx°(PoxQ) =dx°Pdx°Q, 

dY°(P Ox Q) = dY°P + dx°P dY°Q if Y ?* X. 
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Proof. If rk P = 1, then P U . H P ^ I , then dx°P = 0 and P ox Q = P , 
so that 

^x°(P o x Q) = dx°P = 0 = <t°P <k°Q, 

^r°(P o x Q) = dY°P = dY°P + dx°P dY°Q if F ^ X. 

UP = X,thendx°P = + l , P o x Ç = (3,and 

dx°(P ox Q) = dx°Q = dx°P dx°Q, 

dY°(P o x Q) = dY°Q = dY°P + dx°P dY°Q if Y * X. 

Hence the formulae hold whenever r k P = 1. 
Assume that they hold for all T G se such that rk T < n (where n > 2) 

and suppose rk P = n. Then P = R.S or R/S or R\S, where rk R < n, 
rk 5 < n. Therefore the formulae hold for R and S; they hold also for P , by 
(ii) of 1.2, since they are linear in (dx°P, dY°P). This completes the proof. 

4. An element P of j / is simple in X 6 # if r k x P = 1 (i.e., X appears 
exactly once in P ) . 

PROPOSITION 1.7. If P is simple in X, then dx°P = ± 1. 

Proof. This follows from 1.5. 

PROPOSITION 1.8. If P is simple in X, and if X does not appear in Q 
(rkx Q = 0), then P.Q, Q.P, P/Q, Q/P, P\Q, Q\P are simple in X. 

Proof. If R denotes any of these six elements, then r k x P = r k x P + 
rkx<2 = 1 + 0 = 1, by 1.1. 

PROPOSITION 1.9. If P and Q are both simple in X, so is P ox Q. 

Proof. Then rkx (P ox Q) = rkx P rkx Q = 1, by 1.3. 

5. In this subsection X G ê is fixed. We define an involution on the set of 
all elements of s4 which are simple in X. (This involution will later correspond 
to the inversion of bijective mappings, and to the involution for binary 
relations which sends a binary relation M onto ^ * defined by: x M* y if and 
only if y M x). 

THEOREM 1.10. There exists a unique mapping * which sends each P Ç s4 
which is simple in X onto some P* G se which is also simple in X, and is such 
that X* = X and that, whenever Q is simple in X and X does not appear in R: 

(Q.R)* = <2*Ox(P\X), 
(R.Q)* =<2*Ox(X/P) , 

(Q/R)* = <2*ox(P.X), 
(R/Q)* = Q*ox(X\R), 

(<2\P)* = <2*ox(P/x), 
(R\Q)* = <2*ox(X.P). 
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Proof. The existence and uniqueness of P* are postulated when rk P = 1 
(whence P = X) . If they are proved for ail S G si such that rk 5 < n (where 
n > 2), which are simple in X, and if rk P = w, then by 1.1 P falls in exactly 
one of the six cases above, so that P* is uniquely determined by one of the six 
formulae; observe that these formulae make P* simple in X by 1.9, as R\X, 
X/Rj . . . are simple in X by 1.8 and Q* is simple in X by the induction 
hypothesis. 

PROPOSITION 1.11. If P and Q are simple in X, then (P ox Q)* = Q* ox P*. 

Proof. First note that P ox Q and <2* o x P * are both simple in X by 1.9. 
The proof is now by induction on rk P . If rk P = 1, then P = X and (P ox Q)* 
= Q* = Q* °x X. If the equation holds whenever P is simple in X and 
r k P < n (where n > 2), and if r k P = n, then by 1.1 P falls in exactly one 
of the six cases of Theorem 1.10. In the first case (P = R.S, rkx 5 = 0): 

(PoxQ)* = ((RoxQ).(SoxQ))* = «RoxQ).S)* 

= (P ox Q)* ox (S\X) = (Q* ox R*) ox (S\X) 

= Q* o x (P* ox (S\X)) = (2* o x P*. 

The proof is analogous in the other cases. 

PROPOSITION 1.12. If P is simple in X, P** = P . 

Proof. This is clear if rk P = 1. If it holds whenever rk P < n (where 
n > 2), and if rk P = n, then P falls in exactly one of the six cases of Theorem 
1.10; in the first case (P = Q.R, rkY R = 0) : 

(Q.R)** = (<2*ox (R\X))* = (P\X)*o x (2** 

= (X o x (X.P)) ox Q = (X.R) oxQ = Q.R, 

using the induction hypothesis and 1.11. The proof is similar in the other cases. 

PROPOSITION 1.13. If P is simple in X and if Y G ê, then rkF P* = rk r P . 

Proof. If Y = X, both ranks are equal to 1. If F ^ I , one proceeds as 
above, using 1.3. In the first case, for instance: 

r k r (Q.R)* = rkY (Ç* ox (R\X)) = rkF Q* + rkx Q* rkF (R\X) 

= rk r Q + rkF R = r k r (Ç.P). 

PROPOSITION 1.14. If P is simple in X, then ^X°P* = dx°P and dY°P* = 
-dx°P dY°P whenever Y G <f, Y ^ X. 

Proof. I t is again similar to the previous. There is nothing to prove when 
r k P = 1. And in the first case of Theorem 1.10, for instance (P = Q.R, 
rkx R = 0), then dx°P = 0 by 1.5 and, using 1.6: 

dx°(Q.R)* = dx°(Q*ox (R\X)) = dx°Qdx°(R\X) = dx°Q = dx°(Q.R), 

dY° (Q.R) = dY° (Q ox (R\X) ) = dY°Q + dx°Q dY° (R\X) 

= -dx°Q(dY°Q + dY°R) = -dx°PdY°P. 
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6. If finally SF C S — {X}, we say that P G si is an $F-force element in X 
if P is simple in X with dx°P = + 1 , dF°P = 0 for all Y G # \ rkzP = 0 
for all Z G ^ - ^ - {XJ. 

PROPOSITION 1.15. 7 / P and <2 are &0fA IF-force elements in X, so is P ox Q. 

Proof. This follows from 1.3 and 1.6. 

PROPOSITION 1.16. If P is an #'-force element in X, so is P*. 

Proof. This follows from 1.13 and 1.14. 

2. The PQ-algebra of subsets of a groupoid. 

1. The PQ-algebra of subsets of a groupoid G is the set ê of all subsets of G 
together with the operations described in the introduction (example A). 
For each x G G, we identify {x} and x, so that G Q S>. 

The set S generates a free PQ-algebra si. We shall denote by <f> the canonical 
homomorphism of se onto S>. Since we are interested in mappings of S into $, 
we shall also consider the over-algebra si of si freely generated by ê \J {X}, 
where X is an "indeterminate" (X (? ê ). Then, for each P G si, we have 
a mapping/p of <f into ê defined by 

fP(A) = <j>(PoxA) for all A G S. 

A mapping / of ê into <f which has the form fP for some P £ si is called 
rational; if/ = fP for some P € si which is simple in X, it is called simple. 

PROPOSITION 2.1. If (Ai)iei C <f <md if / w a simple mapping of ê, then 

fiUieiAt) = U<€/( / (4<)) . 

Proof. This follows from the U -distributivity of the three operations of S\ 

It follows from 2.1 that a simple mapping/ = fP ol S is completely deter­
mined by the binary relation MP on G defined by: xMPy if and only if 
x G fp(y)> Such a binary relation is called simple. 

2. The operations of si induce operations on rational mappings and simple 
binary relations. 

PROPOSITION 2.2. For any P , Q G si and A G $\ 

fP.Q{A) =fP(A)fQ(A)f 

fP/Q(A) =fP(A)yfQ(A), 

fr\Q(A) =fP{A)'-.fQ{A). 

Proof. Both <j> and P —-> P o x 4̂ are homomorphisms. 

PROPOSITION 2.3. IfP, Q G slJPOx Q = fpofQ. 

Proof. If r k P = 1, either P — X and t h e n / P is the identity mapping and 
/pox Q — ÏQ = / p o / Q ; o r P 9e X, P G S, and t h e n / P is a constant mapping 
and/po x Q =fp = / P ° / Q -
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If the formula is true whenever r k P < n (where n > 2) and if we take 
rk P = n, then, by 1.1, P = R.S or R/S or P \ S and, using 2.2: 

for ail 4̂ € < ? , ( ? € se, since rk P < n, rk 5 < w. One completes the induction 
similarly in the two other cases. 

Binary relations on G have also a composition, defined by: x M o £f z if 
and only if x M y and y Sf z for some y G G. 

PROPOSITION 2.4. TfP awd Q are both simple in X, then MP0X Q = MPo 0tQ. 

Proof. This follows from 2.3. 

PROPOSITION 2.5. If P is simple in X, then MP* = &P*. 

Proof. If rk P = 1, then P = X = P* and both^?P and ^ P * are thee quality 
relation on G\ the formula follows. 

If the formula holds whenever rk P < n (where n > 2) and if we take 
rk P = n, then P falls in exactly one of the six cases of Theorem 1.10. In the 
first case (P = Q.R, rkx R = 0), fR is a constant mapping since X does not 
appear in P , so that fR(A) = 13, say, for all i Ç I . Then y £ fp(x) is 
successively equivalent to 

?€ /« , (* ) /* (* ) = / o ( * ) 5 by 2.2; 

(3z € G ) y G sB ,* € / « ( * ) ; 

(3z € G) # € /o*(z), z € B'-.y since rkQ < n; 

x£fQ*(B--.y) by 2.1; 

* €/«*a*(y) "-./xCy)) = /O*aW60) by 2.2; 

(y) by 2.3. 

The other cases are analogous. 

3. If i J G <̂ , an H-force element P of J / is an J^-force element as defined 
in §1, with «f = G U {iï}. The set of all iJ-force elements will be denoted by 
3^. An H-force mapping is a mapping/ of the form fP for some P G Jf ; an 
H-force relation is a binary relation of the form @tP for some P G #?. The 
sets of all if-force mappings and relations will be denoted by 2tff and 3tfr, 
respectively. Any i7-force mapping or relation is simple. 

PROPOSITION 2.6. If f and f (ffl and St') are H-force mappings {relations), 
so is f of (Mom'). 

Proof. This follows from 1.15 and 2.3 (2.4). 

PROPOSITION 2.7. If M is an H-force relation, so is 01*. 
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Proof. This follows from 1.16 and 2.5. 

Observe finally that the identity mapping of G is an iJ-force mapping 
(which we shall denote by 7), and the equality relation on G is an H-force 
relation. 

4. Now we can state our main theorem. 

THEOREM 2.8. The smallest associative, commutative, and cancellative con­
gruence on G in a class of which a given subset H of G is contained is the binary 
relation ^ on G defined by: 

x%y^x,yeUfz *ff(H) or (3 0t G ̂ T) xMy. 

The proof is given in the two next subsections. We have to prove that # is 
an associative, commutative, and cancellative congruence on G and that H 
is contained in one class of c€\ and conversely that # is the smallest such 
congruence. 

5. To prove the direct part of the theorem, we use the properties of TT-force 
mappings and relations. First we consider H = U /€#•/ f(H). Since 7 G Jl?f, 
HQH. 

LEMMA 2.9. For any f G Jt?f,f(B) C H. 

Proof. By 2.1 and 2.6: 

f(H) =fQJç**fg(H)) = U,e*ff(g(H)) £ Une*fh(H) = H. 

LEMMA 2.10. For every M G ffl7, x G H and x & y implies y G 3. 

Proof. Since ^ * G «^ r by 2.7, y G / (x) for some/ G Jf ' and y G 3 follows 
from 2.9. 

Now we can prove that # is an equivalence relation. 

LEMMA 2.11. % is an equivalence relation on G and H is contained in a class 
of%> {namely, 3). 

Proof. Since the equality relation on G is in 3tfr, # is reflexive. I t is sym­
metric by 2.7. Assume that x <e y and y<€ z. If x, y, z G iï , then x^ z. 
If x, y G i? and yMz for some « G ^fr, then 2 G 3 by 2.10 and a # z. 
Since # is symmetric, x <€ z holds also when x M y for some ^ G «^ r and 
y,z £ H. If finally x « y and y # ' z for some « , # ' G <^r, then xMoffi z 
and x # 2 by 2.6. Therefore # is an equivalence relation. The definition of # 
and 2.10 imply that 5" is a class of c€, which completes the proof. 

LEMMA 2.12. # is a congruence on G. 

Proof. To show that ^ is a left congruence, let a, x, y G G be such that 
x % y, and set u = ax, v = a j . 
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Suppose first that x G fp(y) for some P G Jf. Since a G y "•. v, then 
w € ( y , ' . » ) / p ( y ) = / f l W , where Q = (y\X). (P oxy). By 1.3 and 1.6, 
rkx Q = 1, dx°Q = + 1 , dy°Q = - 1 + d,°P + dx°P d / y = 0, dz°Q = 
d2°P = 0 for ail z G G, z •£ y and for z = H, and rkA Q = rkA P = 0 for ail 
A €S, A Z G, A 9* H. Therefore Q G tf and w # w. 

If x g / P (y ) for ail P G / , then x,y £ H, so that x G / p ( # ) , 3> G / Q ( i ï ) 
for some P, Q G ̂ f. Again w G (y ' \ v)x, whence u G (JQ(H) '*. v)fP(H) = 
fB(v), where P = ((Q ox H)\X). (P ox H). Using again 1.3, 1.6, rkx P = 1, 
dx°R = + 1 , dH°ie = - 1 + 1 = 0 , d2°P = 0 for ail z G G and rkA P = 0 
for ail A G <?, A G G, 4 ^ H. Therefore P G ^ and u V v. 

This shows that ^ is a left congruence. Dually, ^ is a right congruence, 
which completes the proof. 

LEMMA 2.13. # is cancellative. 

Proof. Let a, x,y, u,v £ S be such that x % y, x = ua, y = va. We shall 
prove, as before, that u <& v. 

If x G fpiy) for some P Çz ffl, then a G 3> .*' v, u G a '•. x and u £ (y .-' 
v)''.fp(y) = /« (» ) , where Q = (;y/X)\(P o x y ) . Again G G Jf, for rkx G = 1, 
<k°Q = - ( - 1 ) = + 1 , dH°Q = dH°P = 0, dy°Q = - 1 + 1 = 0 , dz°Q = 0 
for all z G G, z ^ y and rkA (? = 0 for all 4 G <T, A G G, .4 ^ H. Thus 

If x G / P ( H ) , y G / g ( H ) for some P , Q G Jf, then u G ( / Q ® .•' ») '-. 
fP{H) = fR(v), where P = ((Q ox H)/X)\(P ox H). Again R £ Jf, since 
r k x P = 1, dx°R = - ( - 1 ) = + 1, d2°P = dz°P - dz°Q = 0 for ail z G G, 
# V P = (d*°P + 1) - (^°<2 + 1) = 0 and rkA P = 0 for all other A G <f. 
Thus u^ v. 

Therefore # is left cancellative. Dually, it is right cancellative, which 
completes the proof. 

LEMMA 2.14. # is commutative and associative. 

Proof. I t uses the same technique. First, let a, b G G and set u = ab,v = ba. 
Then a £ v .-' b and « G (».-" 6)6 =fP(v), where P = (X/6)6. There, 
r k x P = dx°P = + 1 , db°P = - 1 + 1 = 0 , and r k F P = 0 (whence also 
dY°P = 0 by 1.5) for all other Y G S. Therefore P G M and a6 ̂  6a. 

Similarly, let a, 6, c G G and set w = a(6c), z; = (ab)c. Now c £ v .-' ab 
and w G a(6(z> .•" a6)) = fP(v), where P = a. (b. (X/(a.b))). Again r k x P = 
i ° P = + 1, da°P = + 1 - 1 = 0 = db°P, and r k F P = 0 (whence also 
dY°P = 0) for all other Y G S. Therefore P G ̂  and a (bc) % (ab)c. 

This completes the proof of the direct part of Theorem 2.8. 

6. The key part of the proof of the converse is the interpretation of all the 
ranks and degrees of any P G s/ on the following complete description of 
the relation x G <i>(P)> 
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LEMMA 2.15. If P G se, the relation x G 4>(P) is equivalent to a finite set of 
quantified memberships to G or to the Y G ê which appear in P and of equalities 
of the form a = b or a = be or be = a, such that 

(i) x appears in exactly one equality, in the left side) 
(ii) any element which appears in some equality appears also in exactly one 

membership, after a quantifier 3 ; 
(iii) any element involved in a membership to G {i.e. not involved in a member­

ship to some Y appearing in P) appears once in the left side of an equality and 
once in a right side; 

(iv) for every Y G S', let rY (lY) be the number of times that an element involved 
in a membership to Y appears in the right (left) side of an equality ; then 

rY + lY = r k r P, rY - lY = dY°P 

(in particular, both are zero if Y does not appear in P). 

Example. Take P = (A.B).C; then x G <t>(P) is equivalent to 

(la G A ) Qb G B)(ice QQU G G) 
such that 

x = uc, u — ab, 

and it is readily seen that this set of equalities and memberships has the 
properties required in the lemma. 

Proof. I t is by induction on rk P. If rk P = 1, then P = Y G ê and 
x G <t>(P) is equivalent to: Qy G F) x = y. This set of one equality and one 
membership has the required properties. Assume now that the lemma holds 
for all S G se such that rk S < n (where n > 2) and that rk P = n. By 1.1 
we have P = Q.R or Q/R or Q\R, with rk Q < n, rk R < n. 

In the first case, </>(P) = cj)(Q)(t)(R) (since 0 is a homomorphism) and 
x G 4>(P) is equivalent to: Qy G G)Qz G G) x = yz, y G «((?), z G 4>(R). 
The induction hypothesis provides a set of memberships and equalities which 
is equivalent to y G 0(G); we replace y G <I>(Q) by this set in the above 
(without exchanging the sides of any equality since the sides are important). 
We proceed similarly with z G <t>(R)> We obtain a set of memberships and 
equalities which is equivalent to x G <t>(P)- Using the induction hypothesis, 
it is clear that it has properties (i), (ii), (iii). To prove (iv), let rY (rY , rY") 
be the number of times an element involved in a membership to Y appears in 
the right side of an equality of the set of P (Q, R), and lY, lY , lY" be the 
analogous numbers for the left sides. Since the sides of the equalities were not 
exchanged in the substitution, we have rY — rY + rY", lY = lY + lY", so that 

rY + lY = r k r Q + rk r R = rky P, 

rY - lY = dY°Q + dY°R = dY°P 

fo ra l lFG S. 
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In the second case (P = Q/R), we have <j>{P) = 0(0) .-' 0(j?), so that 
x G <£(P) i s equivalent to: (ly G G)Qz G G) zx = y, y G tf>(<2), 2 G <2>(i?). 
This time z appears in a left side, so that now we exchange the sides of all 
equalities in the set of R while replacing z G 4>(R) by this set; but we do not 
exchange the sides for Q. In that manner, z appears once in a left side and once 
in a right side in the resulting set, which therefore satisfies (i), (ii), and 
(iii). Keeping the same notation to verify (iv), we now have rY = rY + W, 
lY = W + rY", so that 

rY + lY = r k r Q + rkYR = vkY P, 

rY - lY = dY°Q - dY°R = dY°P 

for all Y G S. In the third case (P = Q\R) we proceed similarly, this time 
exchanging the sides of the equalities for Q but not for R. 

Using this lemma, we can prove the converse part of Theorem 2.8. Let 
cê' be an associative, commutative, and cancellative congruence on G such 
that H is contained in one class of c€'. First we prove that any 01 G ^fr is 
contained in # ' . Let P G ^ be such that M = 01P and x, y G G be such that 
x<^;y. Thenx £fP(y) = <l>(Poxy). 

By 2.15 we have a finite set of equalities and memberships such that: 
(i) x appears once in a left side of some equality; 

(ii) any element involved in an equality is either an element of H or some 
element of G which appears in P or 

(iii) appears once in a left side and once in a right side; 
(iv) since dH°(P oxy) = 0, the elements of H appear the same number of 

times on each side; since dy°{P ox y) = + 1 , y appears once more on the right 
sides than on the left sides; if z is any other element of G, z appears the same 
number of times on each side, since dz°(P ox y) = 0. 

Form now the product irf (T") of all the left (right) sides, using the same 
disposition of parentheses for 7rr and 7r", SO that ir' = ir". Observe that IT' 
and 7r" differ: (a) by the elements of H which appear in IT" and may be different 
from the elements of H appearing in w' (although there is the same number of 
such elements in wf and ir") ; (b) there is one more y in IT" than in IT' and no x 
in IT" ; (c) the other elements of G appear the same number of times in ir' and 
T" but perhaps at different places. Since <€' is an associative and commutative 
congruence, we stay in the same class of <€' if we change the order of the 
elements in -K" SO that they appear in the same order as in w' (without changing 
the disposition of parentheses) ; i.e., with the elements of H in the same places, 
the y's in the same places with one y in the place of x. In other words, if ir'" 
is this new product, -K" <€' ir,n'. Since H is contained in one class of ^ r , we 
have also w"f & w"", where ir"" is obtained from ir'" by replacing each element 
of H appearing in -K'" by the element of H which appears in irf a t the same place. 
Now 7r' and w"" are identical, except that x appears in irr and that y appears 
at the same place in w""'. Since ir' c€' ir"" and c€' is cancellative, it follows 
that x <€' y. 
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This shows that <€' contains any 2̂ £ fflr. If now x, y G S, then x Ç fp(h), 
y e fQ(k) for some P , Q G tf and A, ife G H". Then h <g' k and also x «" A 
and 3> ^ ' & by the above. I t follows that x # ' 3/. 

Therefore we have proved that # C <g", which completes the proof of 
Theorem 2.8. 

7. As consequences of the main theorem we obtain the results announced 
in the introduction. 

COROLLARY 2.16. His a class of some associative, commutative, and cancellative 
congruence on G if and only if H 9e 0 andfÇH) C H for allf Ç 3tff. 

Proof. H is a class of some associative, commutative, and cancellative 
congruence on G if and only if it is a class of the congruence # of Theorem 2.8, 
if and only if H = H 9* 0 (by 2.11), if and only if H 9* 0 and H C H since 
always H Q H. 

COROLLARY 2.17. If H 9e 0, /Ae smallest subset of G which is a class of some 
associative, commutative, and cancellative congruence on G and contains H is 
precisely H. 

Proof. By 2.11, H is a class of %> and contains H. If K is a class of some 
associative, commutative, and cancellative congruence # ' on G and contains 
H, then <€ £ «" and H C X. 

COROLLARY 2.18. 77^ smallest associative, commutative, and cancellative con­

gruence on G is the union of all the MP such that P is a G-force element of $t. 

Proof. By Theorem 2.8, it is the union of all the 01P such that P is a 
(G VJ {0})-force element of s/t for we obtain it by taking H = 0. Let P be 
such an element of se. If 0 does not appear in P , then P is a G-force element 
of se. If 0 appears in P , then fP(A) = 0 for all A Ç ^ by 2.1, so that 
^ P = 0. The result follows. 

3. The case of a semigroup. In a semigroup S, any congruence is associative 
and 2.8, 2.16, 2.17, 2.18 become: 

THEOREM 3.1. The congruence %> constructed from H as in Theorem 2.8 is 
the smallest commutative and cancellative congruence on S in a class of which 
H is contained. 

COROLLARY 3.2. H is a class of some commutative and cancellative congruence 
on S if and only if H ^ 0 and f{H) C H for allf £ 34Tf. 

COROLLARY 3.3. If H r± 0, the smallest subset of S which is a class of some 
commutative and cancellative congruence on S and contains H is precisely H. 

COROLLARY 3.4. The smallest commutative and cancellative congruence on S 

is the union of all the @tP such that P is an S-force element of se. 
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4. The case of a quasigroup. 
1. If Q is a quasigroup, then Q itself may be turned into a PQ-algebra (cf. 

introduction, example B). The set Q freely generates another PQ-algebra J* 
and there is a canonical homomorphism ^ of £ft onto Q. Let J* be the free 
PQ-algebra generated by Q U {X}, where X is an indeterminate, X (? S. 

The PQ-algebras <f, se, se of §2 are now over-algebras of Q, &, gft, respec­
tively. An element of s4 is in J* if and only if only X and the elements of 
Q may appear in it. In particular, every Q-force element of se is in J* and is 
then a (Morce element of £%. Hence 2.18 can be expressed in terms of £ft only. 
We shall do so after a closer investigation of the Q-force elements. 

2. Let P G $ and l e t / V denote the restriction of fP to the domain Q. Then 
fP

l maps Q into itself: indeed, for any a, b £ Q, a .-' b = a/b, a '*. b = a\b, 
so that $ (P oxy) is an element of Q whenever y Ç Q. We call any mapping 
of the fo rm/V an iww r̂ rational mapping, and an i?mer simple mapping if P 
is simple in X. 

PROPOSITION 4.1. The set of all inner simple mappings of Q is a group of 

bisections, with fR
iofs

i = fi
RoXs, (/i?') -1 = fit*1 for all simple R, S Ç J1. 

In fact, the group of all inner simple mappings is just the group generated by all 
mappings x —> xa, ax, x/a, a/x, x\a, a\x (elementary inner simple mappings). 

Proof. Clearly, a mapping of Q into Q is inner simple if and only if it is a 
finite product of elementary inner simple mappings. Since Q is a quasigroup, 
the elementary inner simple mappings are bijections (i.e., one-to-one and 
onto) and so are the inner simple mappings. The two formulae follow then 
from 2.3 and 2.5 and imply that the inner simple mappings form a group, 
obviously generated by the elementary inner simple mappings. 

We call/p* a force mapping of Q when P is a Q-force element of ^ . 

PROPOSITION 4.2. The force mappings of Qform a subgroup of the group of all 
inner simple mappings. 

Proof. In view of the formulae in 4.1, this follows from 1.15 and 1.16. 

3. Now 2.18 takes the form 

THEOREM 4.3. The smallest associative commutative and cancellative congruence 
on Q is the transitivity equivalence of the group of all force mappings of Q. 

Proof. This is clear since the transitivity equivalence of a group of bijections 
is precisely defined by x = f(y) for some / in the group. 

If Q happens to be a group (so that all congruences on Q are associative 
and cancellative) the congruence of Theorem 4.3 is the congruence defined by 
the commutator subgroup. One form of Theorem 4.3 is then the following 
well-known result: x belongs to the commutator subgroup if and only if x 
can be written as a product of powers of elements X\, . . . , xn of the group so 
that the sum of the powers of xt in that product is 0 for all i. 

https://doi.org/10.4153/CJM-1968-058-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-058-9


FREE PQ-ALGEBRAS 595 

5. Related topics and references. It is convenient in a semigroup to call 
a condition of the form/(i7) C H, where / G Jf f, a force condition. Then 3.2 
gives the subsets satisfying all force conditions. Examples of subsets character­
ized by a single force condition are: the strong (fort) subsets of Dubreil (4), 
the bilaterally strong subsets of Croisot (2), the semistrong subsets of Desq 
(3), the partially right or left strong (on one side) subsets of Grillet (8), as 
readily verified. More generally, the family of all subsets which satisfy a 
given set of force conditions is closed under intersection and inductive, so 
the smallest subset of the family containing a given subset can be constructed 
by an inductive process (7). 

Dubreil already noted that every class of a cancellative congruence is 
strong (4). More generally, it is possible to construct a family of force con­
ditions which characterizes the classes of the equivalence relations satisfying 
any subset of the following set of conditions: compatible on one side, cancel­
lative on one side, commutative (6). I t would be interesting to have a 
characterization of these families purely in terms of PQ-algebras. All we can 
do is build an analogous theory for tas (cf. 8) instead of semigroups, using 
PQ-like algebras, which can be applied to equivalence relations which are 
compatible on one side, cancellative on the same side, and commutative. 

As for quasigroups, the idea of turning them into PQ-algebras is not new 
(see 1). A group smaller than the group of inner simple mappings has been 
proved useful in quasigroup theory (10) and it is perhaps possible to use the 
group of all force mappings in a similar fashion. 
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