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Abstract
The papers in this symposium use Monte Carlo simulations to demonstrate the consequences of estimat-
ing time series models with variables that are of different orders of integration. In this summary, I do the
following: very briefly outline what we learn from the papers; identify an apparent contradiction that
might increase, rather than decrease, confusion around the concept of a balanced time series model; sug-
gest a resolution; and identify a few areas of research that could further increase our understanding of how
variables with different dynamics might be combined. In doing these things, I suggest there is still a lack of
clarity around how a research practitioner demonstrates balance, and demonstrates what Pickup and
Kellstedt (2021) call I(0) balance.
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1. Lessons learned and potential confusion
This symposium contains three papers that use Monte Carlo (MC) simulations to demonstrate
the consequences of estimating time series models with variables that are of different orders of
integration. In each paper, the concept of balance1 is implicitly or explicitly raised as an import-
ant consideration in understanding the consequences of mixing orders of integration. While bal-
ance has been discussed to a moderate degree in the econometrics literature, it has had relatively
little impact on political science. Very little empirical work in political science that uses longitu-
dinal analysis raises the issue of balance to defend the theoretical or empirical model used. The
discussion of balance has been mostly relegated to methodological discussions amongst a small
group of academics (Freeman, 2016; Keele et al., 2016a,b; Lebo and Grant, 2016; Enns and
Wlezien, 2017), many of whom are involved in this symposium.

One reason the concept of balance has not translated well into empirical work may be the lack
of clarity about its meaning. While there seems to be agreement on the definition of balance,
there is a lack of clarity about how model balance is determined and the exact consequences
of having a model that is not balanced. The articles in this symposium go some way to providing
this clarity, at least for a limited range of models. Each paper looks at a different combination of
variables and asks different questions about the consequences but all of them focus on the
Autoregressive Distributed Lag (ARDL) model and/or the isomorphic General Error
Correction Model (GECM).2 In this summary, I very briefly outline what we learn (and don’t

© The Author(s), 2022. Published by Cambridge University Press on behalf of the European Political Science Association. This is an Open
Access article, distributed under the terms of the Creative Commons Attribution licence (https://creativecommons.org/licenses/by/4.0/), which
permits unrestricted re-use, distribution and reproduction, provided the original article is properly cited.

1In this symposium, a model is defined as balanced “if and only if the regressand [left-hand side] and the regressors [right-
hand side] (either individually or collectively, as a co-integrated set) are of the same order of integration” (Banerjee et al.,
1993, page 166).

2Isomorphic in the sense that they have the same properties with respect to their estimation of relationships between variables.
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learn) from the papers; identify an apparent contradiction that might increase, rather than
decrease, confusion around the concept of balance; suggest a resolution; and identify a few
areas of research that could further increase our understanding of how variables with different
dynamics might be combined. Before doing so, I would like to thank the authors of the three
symposium papers for their contributions to the field of longitudinal data analysis in political sci-
ence. These papers have challenged me to think more carefully about combining variables of dif-
ferent orders of integration and I am certain it will do the same for others. I agree with most of
what has been written. The disagreements that I do discuss below are intended as good-natured,
with the intent of providing further clarity to the research practitioner that would like to under-
stand how the concept of balance applies to their empirical work.

Starting with Kraft, Key, and Lebo (KK&L), they examine the GECM containing multiple (>2)
I(1) variables in the cointegrating equation to demonstrate the consequences of what they per-
ceive to be a common misinterpretation of the error correction coefficient. As an example, the
GECM with yt, x1,t, and x2,t in the cointegrating equation is:

Dyt = a0 + a1yt−1 + b1Dx1,t + b2x1,t−1 + b3Dx2,t + b4x2,t−1 + et (1)

KK&L argue that it is common to interpret the null and alternative hypotheses tested by the
error correction coefficient (α1) and its standard error as:

• H0: y is not co-integrated with all x;
• HA: y is co-integrated with all x.

They argue that the correct null and alternative hypotheses are:

• H0: y is not co-integrated with any x;
• HA: y is co-integrated with at least one x.

The consequence of this misinterpretation is that practitioners are using the rejection of the
null hypothesis as evidence that there is co-integration between all the variables in the empirical
model when, in fact, the empirical model includes variables that are not in the data generating
processes (DGP). In other words, practitioners are concluding that there are co-integrating rela-
tionships when there are not. The connection to balance is that equation (1) is I(0) on both sides
and balanced if yt is co-integrated with all xt. Otherwise, it is I(0) on the left-hand side, I(1) on the
right-hand side and not balanced. If practitioners are making the error that KK&L claim, they are
treating the empirical model as balanced when this is not necessarily the case.

KK&L demonstrate the consequences through MC simulations using empirical models that
include I(1) variables in the co-integrating equation that are not in the DGP (and therefore,
not co-integrated with yt). Most problematic is the false detection of relationships between yt
and unrelated xt (Type 1 errors). This demonstrates how the inclusion of a variable in the empir-
ical model that is not in the DGP can unbalance an otherwise balanced model. This is a valuable
lesson. Researchers have long been warned about the dangers of including extraneous variables in
their empirical models without carefully thinking about how they might affect the estimates of the
key parameters of interest (e.g., Achen, 2005). This is a time series specific version of the same
warning. Fortunately, for research practitioners, there are other procedures for determining the
co-integrating relationships between multiple variables (e.g., Johansen, 1988; Stock and
Watson, 1993; Pesaran et al., 2001; Philips, 2018; Webb et al., 2019). Unsurprisingly, these pro-
cedures require the use of more than one test statistic to determine the cointegrating relationship
between yt and multiple xt. I am not entirely convinced many practitioners really believe that the
single test statistic based on the estimate of α1 is sufficient but, to the extent that practitioners do
make the error highlighted by KK&L, the demonstration of the consequences is a useful one.
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KK&L also raise other issues with the use of GECMs in political science, which they do not
pursue in their contribution to the symposium. The most important are that the possibility of
cointegration between more than two variables opens up the possibility of: (1) multiple cointe-
grating vectors; and (2) more than one equation (i.e., more than one endogenous variable). As
KK&L note, most political scientists assume a single cointegrating vector and a single equation
model will suffice. This is about all they say on the subject, which is notable given that it is highly
unlikely that these assumptions are valid in most applications.

Finally, the MC simulations conducted by KK&L should probably have been extended in one
way. They examine the consequences of including I(1) variables in the empirical model that are
not in the DGP. It would have been useful to test the consequences of including I(1) variables in
the empirical model that are not part of the cointegrating equation but are in the DGP through
their first difference. In other words, the variables have a short-run affect on y but no long-run
equilibrium relationship with y. Of course, there are always more simulations that could be run
and KK&L had to make choices but this is a simple extension that research practitioners are likely
to run into. It would be helpful for them to know how likely they are to falsely reject the null of no
long-run relationship under these circumstances.

Philips examines the probability of a Type 1 error for a variety of time series DGPs and empir-
ical models. In terms of empirical models, he looks at the static and lagged dependent variable
(LDV) models, in addition to the ARDL and GECM. In terms of the DGPs, he includes (1)
yt∼ I(0) and an unrelated xt∼ I(0), (2) yt∼ I(0) and an unrelated xt∼ I(1), (3) yt∼ I(1) and an
unrelated xt∼ I(0), and (4) yt∼ I(1) and an unrelated xt∼ I(1). Philips uses MC simulations to
determine the probability of a Type 1 error and comes to a number of different conclusions.
One of which is the importance of dynamic completeness, as described by Wooldridge (2010).
Essentially, it is important to include (at least) as many lags of the independent and dependent
variables in the empirical model as exist in the DGP. Other conclusions relate to the problems of
mixing certain orders of integration in an empirical model, and of regressing an I(1) variable on
another I(1) variable when they do not cointegrate.

Philips claims to be agnostic about the issue of balance but implicitly he is relying on balance
to develop recommendations. A key recommendation made by Philips is pretesting the variables
to be used in the empirical model to determine orders of integration and co-integration.
Assuming the researcher is able to produce reliable pretesting results, he provides recommenda-
tions about when and how to change the empirical model (through the judicious first differencing
of variables) in order to reduce Type 1 errors. Even though Philips does not make it explicit, these
recommendations are based on his understanding of how the model needs to be changed to pro-
duce a balanced equation, or what (Pickup and Kellstedt, 2021) call I(0) balance.

Phillips only discusses and tests a limited range of scenarios (six in total). This is sufficient to
make the point that mixing some orders of integration creates problems of inference. However,
because he does not explain how he is using balance to determine the correct model to use, the
reader does not learn how to generalize the results beyond the six scenarios. This is a missed
opportunity. Also because Phillips does not discuss balance, it is also not apparent to the reader
that of the scenarios that produce problematic estimates, two of them are violations of balance
and one of them is a violation of I(0) balance. Because this is not apparent to the reader, it is
also not apparent that not all violations of balance may be equally problematic. This is important
and even if Phillips did not have the space to explore why this was the case, he could have noted it.

Philips’ recommendations are also made problematic by the difficulties of producing reliable
pretesting results. The literature is filled with examples of how unreliable these tests can be when
T is small (or even moderately large), as it is in many empirical applications (e.g., Cochrane,
1991). That said, the Philips paper does highlight the problems of mixing some orders of inte-
gration in certain models, and makes a case for doing more than is the norm in political science
to think carefully about the orders of integration of the variables being used in an empirical
model. This alone, is a useful contribution.
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Enns, Moehlecke, and Wlezien (EM&W) also use MC simulations. They do so to look at the
consequences of using an ARDL or the equivalent GECM when yt is first-order integrated and xt
is stationary.3 EM&W use simulations to demonstrate that an ARDL/GECM empirical model can
successfully estimate the relationship between a right-hand side variable that is I(0) stationary and
a dependent variable that is I(1) (with an autoregressive error) (EM&W, page 19), as long as the
empirical model is balanced and T is moderately large. They claim these results also apply when T
is not large. In this symposium they focus on showing this does not increase the rate of Type 2
errors but they use a similar set of simulations in their previous work to make the case that these
conditions also do not increase the risk of Type 1 errors (Enns and Wlezien, 2017). That practi-
tioners can reliably estimate a ARDL/GECM with first order integrated yt and a stationary xt
appears to run counter to Philips. Philips concludes that spurious findings (Type 1 errors) are
increased when the dependent variable is unit root and the independent variable is stationary
and that the practitioner should first difference yt before including it in the empirical model.4

This is a potential source of confusion to the symposium reader.
EM&W offer an explanation for why their results differ from those of Philips. The argument is

that the series used in simulations do not always reflect the properties of the intended DGP
because the simulated data contain a stochastic component. They argue this is especially likely
when T is small (e.g., 50). They argue that this is demonstrated by the fact that the performance
of the GECM improves once T is large (e.g., 5000). EM&W use the same line of reasoning to
explain why they disagree with the results of KK&L.

There are three reasons why I don’t think this explains the differences between Philips and
EM&W (or KK&L and EM&W). First, the stochastic component is part of the DGP. It is not, as
EM&W seem to imply, the difference between the DGP and the simulated data. Each simulated
data set is one realization of the stochastic DGP and the fact that it deviates from the deterministic
component of the DGP is a feature and not a flaw. Second, when reporting mean coefficient estimates
from the simulations (as is done in this symposium), the question is not whether individual simulated
data sets deviate from the deterministic component of the DGP. The question is whether the simu-
lated data sets reflect the deterministic component on average. By the law of large numbers, the mean
coefficient estimate from the simulated data sets will converge on the DGP value as the number of
simulated data set increases—not as T increases, as EM&W seem to suggest. Third, the magnitude of
T (and the variance of the stochastic component) will affect the variance of the estimated coefficients
from the simulations but again this is a feature and not a flaw. The specification of T is part of the
DGP. Increasing T changes the DGP. The variance (but not the mean) may decrease by increasing T
but that is the actual variance of the estimator for the specified DGP, not a discrepancy between the
DGP and the simulated data. EM&W’s demonstration that the estimates change when T is increased
is a demonstration that the model (and estimator) performs differently when the DGP is different.

This all is not to say that a change in the performance of a model/estimator as the DGP changes
(through an increase in T) is not interesting and potentially important. And the question remains
why the performance of the ARDL/GECM with a first order integrated yt and a stationary xt is
problematic when the T of the DGP is small (e.g., 50) but improves when the T of the DGP is
increased. I attempt to address this puzzle in the next section, and in doing so I hope to resolve
the confusion that may be created by the apparently contradicting results within the symposium.

Before doing so though, it is important to note that EM&W also suggest that the simulations
run in the other two symposium papers don’t take into account how practitioners actually work.

3When defining the yt variable, EM&W draw a distinction between an I(1) variable and a variable that combines I(1) and I
(0) processes. However, all I(1) processes contain an I(0) process. In xt = xt−1 + ϵ, ϵ is I(0). There is no distinction to be made
here. The distinction that EM&W actually seem to making is between an I(1) series with a static error component (ϵ) and an I
(1) series with a first-order autoregressive error component. They call this a “combined process” but as they note, it is an I(1)
process.

4A spurious regression problem occurs when the t-statistics for the slope parameters indicate a relationship much more
often than they should at the choosen test level.
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They note that when practitioners estimate models, they rarely do so without first testing the
dynamic properties of the variables to be included in the model. Therefore, they argue, simula-
tions that don’t take this into account are not fairly evaluating the performance of the models/
estimators being tested. I think it is entirely fair to say that many practitioners employ pre-
estimation testing and this can influence which model/estimator the practitioner uses.5

Therefore, the results of simulations that do not take these pre-estimation procedures into
account must be interpreted accordingly. They tell us what happens if a practitioner blindly
applies a model/estimator. The use of pre-estimation testing could improve the outcome or it
could make it worse, depending on the pre-estimation procedure used. As I noted earlier, pre-
estimation procedures are problematic and can lead to incorrect conclusions regarding orders
of integration and/or the presence/absence of cointegration. In fairness to Philips and KK&L,
they do not entirely ignore the potential use of pre-estimation procedures. Their recommenda-
tions include this type of testing in order to avoid the problems identified by their simulations.

2. Resolving the confusion?
To understand why Philips and EM&W reach somewhat different conclusions, we first look at the
basis of the argument in EM&W. They use the following DGP in their MC simulations:

yt = xIt + xSt (2)

xIt = xIt−1 + m1,t (3)

xSt = rxSt−1 + m2,t (4)

where μ1,t and μ2,t are NID(0,1). It is the relationship between yt and xSt that they claim can be
estimated using an ARDL/GECM. Given the interest in this particular relationship, it should
be noted that the DGP can be rewritten as follows:

yt = xIt + xSt

yt = xIt−1 + m1,t + xSt

yt = xIt−1 + xSt−1 + xSt − xSt−1 + m1,t

yt = yt−1 + DxSt + m1,t

Dyt = DxSt + m1,t

(5)

This represents a static relationship between two stationary variables (Δyt and DxSt ) and the

5One aspect of this criticism in EM&W does not seem accurate. Philips examines how well different models estimate
short- and long-run effects. EM&W argues that a practitioner would/should not estimate the long-run effect of xt if the coef-
ficient on xt−1 is not statistically significant in the GECM, and so Philips’ performance statistics for the long-run effect are
inaccurate. I disagree that the lack of statistical significance for the coefficient on xt−1 means that a practitioner should not
estimate a long-run effect. Presumably, EM&W’s logic is that the coefficient on xt−1 is the numerator for the long-run effect
estimate, and so if this coefficient is equal to 0, so is the long-run effect. However, a failure to reject the null hypothesis that
the coefficient on xt−1 is 0 does not necessarily mean it is 0. We may simply not have the power to reject the null. Meanwhile,
the long-run effect (if it is non-zero) will be larger than the coefficient on xt−1 and we often have more power to detect it.
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appropriate empirical model would be:

Dyt = bDxSt + et (6)

which should provide an unbiased estimate of β = 1. This is the short-run effect of xSt on yt.
This empirical model correctly assumes that xSt has no long-run effect on yt.

6 However,
EM&W would like to demonstrate that the ARDL/GECM can provide an unbiased estimate of
this relationship, so they use the following ARDL empirical model:

yt = a0 + a1yt−1 + b1x
S
t + b2x

S
t−1 + et (7)

EM&W argue that (7) is balanced and they do so in the following way. They note the DGP for Y
is: yt = xIt + xSt . They suggest this can be substituted into equation (7):

xIt + xSt = a0 + a1(x
I
t−1 + xSt−1)+ b1x

S
t + b2x

S
t−1 + et (8)

At this point they assume α1 = 1 and α0 = 0 (accurate assumptions, based on the DGP) and
rearrage terms:

DxIt + xSt = b1x
S
t + (1+ b2)x

S
t−1 + et (9)

EM&W note that with xIt � I(1) and xSt � I(0), equation (9) is balanced. Importantly, they
note that equation (9) is not just balanced but the left-hand side is I(0). They point this out as
a prerequisite for the original equation (7) to be what (Pickup and Kellstedt, 2021) call “I(0)
balanced”. This is the requirement outlined by Banerjee et al. (1993, page 167–168).

“· · ·if the order of integration of both sides is zero (which may be insured by looking for a
cointegrated set of regressors and using a sufficiently differenced term as the regressand), the
T-statistics can be shown to have asymptotically normal distributions.· · · The essential point
is to find some way of reparameterizing the regression such that in the re-parameterized
form, the regressors, either jointly or individually, are integrated of order zero.
Correspondingly, the regressand must also be I(0)”

In other words, for the purposes of estimation and inference based on the estimated standard
errors, it is not only necessary that the equation is balanced, it is also necessary that there is a
re-parameterization of the empirical model in which the regressand (left-hand side) is I(0)
(Pickup and Kellstedt, 2021). Balance is a necessary but not sufficient condition for inference.
A simple example demonstrates the issue. An empirical model that regresses yt∼ I(1) on a
xt∼ I(1) is balanced:

yt = bxt + et (10)

Equation (10) is balanced because both sides are I(1) but there is no reparameterization such that
the regressand and regressors (right-hand side) are integrated of order zero. In other words, this
empirical model is not I(0) balanced. As a result, if the two variables are unrelated, the estimation
of (10) results in the well-known spurious regression problem (Granger and Newbold, 1974).

EM&W claim that their empirical model is balanced and I(0) balanced and therefore provides
correct inference regarding the true relationship between yt and xSt . The first thing to note is that
the transformation used by EM&W is unnecessary to demonstrate that their empirical model (7)

6It also assumes an infinite long-run effect for DxSt on yt .
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is balanced. It is balanced because the regressand is I(1) and the regressors are in combination I
(1). The regressors are a linear combination of a yt−1∼ I(1) variable, two xSt � I(0) variables, and
an I(0) error term.7 This is important because while EM&W are absolutely right when they say we
“need not avoid estimation with mixed orders of integration, or rule out previous research based
on such estimation, at least where we have equation balance” (p. 19), they seem to imply they
have demonstrated that you can have a balanced empirical model where the right-hand side is
entirely stationary and the left-hand side is an I(1) variable (e.g., p. 2): “We run simulations of
a model with a stationary variable on the right-hand side and a dependent variable that contains
both stationery and unit root, i.e., integrated, components. That is, we set up a data generation
process in which the variables on the right- and left-hand sides are related but of different orders
of integration.” This is not what they have demonstrated. Their empirical model is I(1) on both
sides. This is why it is balanced. To be clear, EM&W clearly recognize that it is the presence of
yt−1∼ I(1) on the right-hand side that balances the equation. It is the demonstration of why it is
balanced that is incorrect. It is this and the way in which they describe their results that could lead
the reader to an incorrect conclusion about how to determine balance and what is permissable.

The second thing to note is that EM&W’s empirical model is not actually I(0) balanced.
Equation (9) is not a reparameterization of equation (7). The logic EM&W use to transform
(7) into (9) means the two models are not isomorphic and the I(0) balance of one cannot be
used to demonstrate the I(0) balance of the other. As noted previously, they substitute the
DGP for Yt into (7), and assume α1 = 1 and α0 = 0. If equation (9) was a reparameterization of
equation (7), we could define some function ϕ that when applied to the variables in (7) would
produce (9). However, no such function exists because setting α1 = 1 and α0 = 0 is not a repara-
meterization. They are restrictions. They might be valid but they would need to be placed on the
empirical model before estimation. Without doing so, (7) is not I(0) balanced.

If we wished to estimate a model that is I(0) balanced, we could make the restrictions α1 = 1
and α0 = 0, and estimate:

Dyt = b1x
S
t + b2x

S
t−1 + et (11)

This is the partial first differenced model and EM&W also estimate this model. It consistently
estimates β1 = 1 and β2 =−1, which is an unbiased estimate of the relationship in the DGP (5):

Dyt = DxSt + et (12)

But, because they would like to demonstrate that the ARDL/GECM can provide an unbiased esti-
mate, EM&W also estimate the original empirical ARDL model (7) and the GECM version of it.
They argue that these are equivalent to the partial first differenced model because α1 = 1 in the
DGP for Yt. However, they are only truely equivalent once you place this restriction on the empir-
ical models. Just because you could hypothetically place the restrictions on the models does not
make them equivalent. To see why the distinction is important, consider applying the logic pro-
posed by the authors to the following example.

Let the DGP be:

yt = a0 + b1xt−1 + nt
xt = xt−1 + et

(13)

where yt∼ I(0) and xt∼ I(1), β1 = 0, corr(ϵt+j, νt) = 0 for all j≠ 0 and corr(ϵt, νt)≠ 0. This is the
setup for the spurious regression problem described by Mankiw and Shapiro (1985, 1986), which
motivates the discussion of equation balance in Banerjee et al. (1993). In the spurious regression

7Note EM&W claim to have excluded xIt from the RHS but it is actually there in the lag of yt.

896 Mark Pickup

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

2.
51

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2022.51


problem described by Mankiw and Shapiro (1985; 1986), the further corr(ϵt, νt) is from zero, the
greater will be the rejection rate of the null hypothesis β1 = 0.8 At the 5 percent level, the rejection
rate quickly departs from 5 percent.

Clearly equation (13) is not balanced. The left-hand side is I(0) and right-and side is I(1). As
Banerjee et al. (1993) point out, this lack of balance is the source of the spurious regression prob-
lem described by Mankiw and Shapiro (1985; 1986). Using the logic applied by EM&W, we can
hypothetically constrain β1 = 0, since this is true in the DGP. As a result (13) becomes:

yt = a0 + et (14)

and we have achieved balance (and I(0) balance). By the logic applied by EM&W, the estimation
of (13) is equivalent to the estimation of (14), in which case the Mankiw and Shapiro (1985; 1986)
problem is not a problem. Clearly, that is incorrect. Note that if the restriction is actually placed
on the model and we estimate (14), then our equation really is I(0) balanced but this is not what
EM&W are proposing. EM&W’s empirical model is only I(0) balanced if we make the restriction
α1 = 1 before estimation. This is consistent with the long known fact that when estimating a first-
order autoregressive model with a unit coefficient on the LDV (i.e., α1 = 1), one cannot assume
the test statistics will have the usual limiting distribution and if one knew the coefficient was 1,
one should apply the restriction before estimation (Anderson, 1959).

Due to the lack of I(0) balance in the ARDL/GECM (given the DGP), the results can some-
times be spurious. As Philips’ simulations demonstrate, this is empirically only sometimes true,
and as EM&W argue this stops being the case as T becomes very large (see also Enns and
Wlezien, 2017). Notably, the problems seem to be greater for the estimation of the long-run effect
(which includes the coefficient on the LDV b1+b2

(1−a1)
) than the short-run effect.9 Philips (2018) dem-

onstration that the ARDL and GECM with yt∼ I(1) and xt∼ I(0) leads to substantial false posi-
tives for the estimated long-run effects. This highlights another important difference between
estimating a ARDL in which α1 = 1 in the DGP and estimating a model in which α1 is restricted
to 1 prior to estimation, such as in equation (6). In the first instance, it is assumed that xt has
some long-run effect on yt and that the long-run effect is part of the estimation, leading to
Type 1 errors. In the second instance, the long-run effect is correctly assumed to be 0 prior to
estimation.

In the previous section, I explained why I disagreed with EM&W’s explanation for why the
performance of the ARDL/GECM improves as T increases, leaving unanswered the question of
why the lack of I(0) balance becomes less of an issue for both the short-and long-run effects. I
believe the answer may lay in the fact that while the constraint α1 = 1 needs to be placed on
the empirical model in order to achieve I(0) balance, if there is enough information in the
data such that the estimate for α1 is very close to 1, this may be sufficient10 .

To demonstrate this, I use the DGP from EM&W (equation (2) above) and simulate 100,000
data sets for each value of T from 25 to 500 (in increments of 5).11 I then apply the empirical
model used by EM&W—the ARDL—to this data. As a point of comparison, I also apply the
empirical model that best fits the DGP (equation (6)). This baseline (first difference) model
regresses Δyt on DxSt . I then adjust the DGP so that there is no effect of xSt on yt and repeat
the exercise. I do this to show how the reduction in Type 1 and 2 errors as T increases corre-
sponds to an increasingly precise estimate of α1 = 1 (Figure 1, top left panel). Note the first-
difference (FD) model assumes the long-run effect of xSt on yt is 0, which is the true value in
both DGPs. Therefore, there are no Type 1 or 2 errors to report for the long-run effect from

8Banerjee et al. (1993) point out that this is not a problem of simultaneity bias, because the regressor xt−1 is uncorrelated
with νt.

9This is based on the use of a nonlinear Wald statistic for inference on the long-run effect.
10Note though that there is a downward bias on the estimation of α when it is equal to 1.
11I set ρ = 0.8
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the first-difference model (because it is assumed to be 0), and there are no Type 2 errors to report
for the long-run effect estimated by the ARDL (because the true value is always 0). However, we
can report the long-run Type 1 errors for the ARDL both when the short-run effect is 0 and when
it is 1.

The results show that at low values of T, the ARDL exhibits a higher rate of Type 1 and 2
errors, compared to the baseline. The results also show that as T increases, the estimate of α1
approaches 1 and the performance of the ARDL becomes equivalent to that of the baseline
model for the short-run effect, and the Type 1 errors for the long-run effect drop to (or even
below) expected levels. In otherwords, as the estimate of α1 approaches the value of the constraint
that would need to be placed in order to achieve I(0) balance, the performance of the ARDL
approaches optimality.

It is worth noting that the Type 1 and 2 errors for the short-run effect are not very large, even
at small T. If the research practitioner is not interested in estimating long-run effects, the ARDL
(and GECM) may produce reasonable estimates, even if it is not I(0) balanced. However, the first
difference model (6), which is I(0) balanced (given the DGP), is the better model. Also, as the
estimation of α1 approaches 1, the estimation of the long-run effect in the ARDL/GECM will
approach infinity and at â1 = 1, the estimate is undefined. This is another drawback of using
the ARDL/GECM when the DGP is as EM&W define it.

Fig. 1. Type 1 and 2 errors as â1 � 1.
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Overall, I agree with EM&W that the ARDL/GECM provides reasonable inference with the
DGP that they have defined (normally distributed errors, etc.), when T is large (although note
that at any T, it can periodically produce very large estimates for the long-run effect when the
true value is 0). I disagree with the reason proposed by EM&W and therefore disagree that the
ARDL/GECM performs well when T is not large. I also disagree that the ARDL/GECM is I(0)
balanced given their DGP. This is an interesting example of a model that is not I(0) balanced
but may perform well under certain circumstances (estimating the short-run effect with a mod-
erately large T). As Sims et al. (1990) note, there are instances in which the limiting distribution
of the test statistics for some of the coefficients in a model will have standard distributions, even
when the condition of I(0) balance is not met.12 This may not necessarily hold for all regressors
or combinations (linear or otherwise) of these regressors. Sims (1978) gives an example where the
DGP is:

yt = a0 + a1yt−1 + a2yt−2 + et (15)

where ϵt∼ I(0), yt∼ I(1), and α1 + α2 = 1. He demonstrates that if we estimate (15) by OLS, we are
justified in testing α1 = 0 and/or α2 = 0 with the usual t-statistic. However, the F-statistic for α1 +
α2 has a nonstandard distribution and so we are not justified in using the usual critical values.
Without I(0) balance it can be difficult to know when the test statistics will and will not have
standard distributions. Ultimately, it is best if the research practitioner can estimate a model
that is I(0) balanced.

3. What next?
A couple of things are revealed by the above discussion. First, there are instances when a model is
balanced but not I(0) balanced that the usual test statistics are appropriate for inference. However,
there is little understanding within political science of when this is the case. Further, even when
the usual test statistics are appropriate for some of the parameters in the model, they may not be
for other parameters or for combinations of the parameters. Given this, the best advice for the
average research practitioner is to avoid estimating a model that is not I(0) balanced. This
leads to the second thing revealed by the above discussion.

There remains a lack of clarity on how to determine if a model is balanced and I(0) balanced.
There is agreement on the definition of balance but disagreement on how to determine balance
and what constitutes a reparameterization to determine if a model is I(0) balanced. A clear and
accessible exposition on how to determine balance and how to seek a reparameterization to deter-
mine I(0) balance would be a service to the discipline—especially, if it does these things for mod-
els generally, beyond just the ARDL/GECM.

This is a more difficult task than it may at first appear. As Banerjee et al. (1993, page 192) note,
“it is necessary to keep track of the orders of integration of both sides of the regression equation.”
This means it is important to think about the order of integration of each variable, and their com-
bination. This is something that political scientists often ignore and even when they do not, there
is lack of clarity on how to do this. For example, the debate over the use of the GECM has made
much of its use in Volsho and Kelly (2012). At times, the Democratic president variable used in
the model has been argued to be stationary. The variable is a control for a regime shift, from a
Democratic president to a Republican or vice versa. From a theoretical perspective, it is not clear
that a deterministic variable like this can be considered stationary or integrated. There is also little
discussion within political science of variables having a higher order of integration than 1, or of
the concept of multi-cointegration. There are also variables that have fractional orders of integra-
tion and non-linear variables that have no order of integration (Berenguer-Rico and Gonzal,

12In an earlier version of their contribution to the symposium, KK&L enumerated a number of these examples.
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2013). The application of the concepts of balance and I(0) balance requires an understanding of
how to account for such variables.

Finally, all published discussions of balance to date have been in the context of single-equation
time series. As a concept, balance is equally applicable to multi-equation time series and panel
data. Applying the lessons learned from single-equation time series to multi-equation time series
might be straightforward but it might not be. Certainly, the application to panel data will come
with complications both conceptually and (maybe even more so) in practice. Work in this area
would constitute a major contribution to the field.

Data. For Dataverse replication materials, see https://doi.org/10.7910/DVN/IITPH8 (Pickup, 2022).

Acknowledgments. I thank the authors of the articles in this symposium, the reviewers, and the Journal Editor. All errors
are my own.
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