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STABILITY OF SPATIAL QUEUEING SYSTEMS

C. BORDENAVE,* Ecole Normale Supérieure and INRIA

Abstract

In this paper, we analyze a queueing system characterized by a space—time arrival process
of customers served by a countable set of servers. Customers arrive at points in space
and the server stations have space-dependent processing rates. The workload is seen as
a Radon measure and the server stations can adapt their power allocation to the current
workload. We derive the stability region of the queueing system in the usual stationary
ergodic framework. The analysis of this stability region gives some counter-intuitive
results. Some specific subclasses of policy are also studied. Wireless communications
networks is a natural field of application for the model.
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1. Introduction and model description

In this paper, we analyze a space—time arrival process of customers served by a countable set
of servers. This model is motivated by large-scale wireless communications networks, but could
suit other types of infinite queueing systems. The model follows along the lines of other optimal
allocation problems studied previously. In seminal work, Tassiulas and Ephremides [14], [15],
have examined the stability region of a multihop network with a general topology and set of
constraints. Their analysis was performed in a Markovian setting. The stability region is defined
as the set of traffic loads such that there exists a scheduling policy under which the system is
stable (positive recurrent). A series of papers, [16], [1], [4], [17], and [5], has extended in
two directions the framework of Tassiulas and Ephremides; first considering stationary ergodic
traffic flows, and then introducing randomness in the network topology. In this paper, we
examine a spatial model and take interest in the geometrical properties of the stability region.
Applications of this work to wireless networks were presented in [7].

We consider a system in which some jobs arrive exogenously and the jobs are located in
the space. Some server stations serve the incoming jobs. Each server station can process the
jobs at a rate depending on the position of the job and a random environment variable. We
derive some results on the stability of this queueing system. An important aspect of the model
is that the workload is an atomic measure with a possibly infinite total mass, and not a vector
in R’} . This aspect of the model is well suited to large spatial queueing systems and could be
used successfully in other spatial models. Another feature is the possibly infinite number of
server stations in the system. Our results are all proved in the stationary ergodic framework and
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independency is never required. The proofs of stability are based on generalizations of Loynes’
sequences to general metric spaces. Some ideas from optimization theory are also used in the
analysis of the stability region, and pave the way to other developments.

The rest of this section describes the model under consideration. Section 2 is dedicated
to the stability analysis of our model. In Section 3, we consider a subclass of policy which
preserves a kind of monotonicity for the workload measure. In Section 4 we study the stability
region when the spatial intensity measure is absolutely continuous with respect to the Lebesgue
measure.

1.1. Customer arrival point process

All the random variables we are going to introduce in this section are defined on a common
probability space (€2, 7, P). This space is endowed with a measurable flow {6}, + € R. We
suppose that (P, 6;) is ergodic.

In our system, the customers (or jobs) are seen as points of a marked point process A, a spatial
marked point process on R x R? with marks on R,.. We use the notation A = Y, §(, X, .0,}
to represent the point process. The nth job arrives at time 7, R at X,, € R and requires
a service time of 0, € R;. We suppose that A is compatible with the flow 6; that is, if
A(w) = Y, 8T, Xp.0,) then A o O;(w) = Y, 8{T,—1,X,,0,}» Where 8¢ x 5y is the usual Dirac
measure with a unit mass at {z, x, s}. For a bounded Borel set B C R+

E(A(B)) = E(Z 1((T,, X,) € B))

is supposed to be finite. Thus, the intensity of A is a Radon measure of the form A(dx) dr (see,
for example, [10, Lemma A2.7.11, p. 634]). Note that X is not necessarily a finite measure on
R? and that between times ¢ and ¢’ > ¢ there may arrive an infinite number of jobs.

Define Pf&x() to be the Palm probability of the point process A at (¢, x) € R4t (see [10,
Chapter 12]). Since A is compatible with §,, we have P};*(-) = Pg’x (6— x -). Under P, let
oy.x be the required service time of a customer arriving at time ¢ at position x. Denote by E**
the expectation with respect to the probability P"*. We will suppose that 0 < E%* (0 ) < o0,
A(dx)-almost everywhere (A(dx)-a.e.). Recall that E0-X (00,x) can be understood as the mean
number of service time requirements of a typical customer arriving at x.

1.2. Server station adaptative policy

We have a countable set of server stations, denoted by §. The servers can provide service
to all points in space at different processing rates: the server j serves a customer located at x
at rate r; (x). We suppose that x > r;(x) is a positive, measurable function and that

lim r;j(x) =0, (1)
|x]—00
where | - | denotes the Euclidean norm. The server stations are in a random environment and
their processing powers vary over time. At time #, the total processing power available to server
Jis ej(t) € Ry. We suppose that the driving process ¢ (¢) is compatible with the shift, that is,
£j(t) =¢€;(0) o6 and
pj = E(g;(0)) < oo.

The workload at time ¢ is the set of all the jobs waiting to be processed. It is denoted by W,
and is an atomic measure on R¢, with [ Wi (dx) representing the total remaining service time
at time ¢ of all customers located in B.
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The server stations divide their processing power between the required jobs according to a
policy scheme. This power allocation depends on the current workload. We suppose that our
queueing system cannot handle an infinite amount of service in finite time at a given location x:
more precisely,

Z pjsuprj(x) < oo forall bounded Borel sets B. 2)
j xeB

Definition 1. Let M be the set of Radon measures on R? endowed with the vague topology
(see [10, pp. 615-631]). A policy m = (1) jeg is a measurable mapping from M x €2 to M7

such that
/Rd 7j(m, w)(dx) < &;(0)(w) (3)
and
7 j(m, w) is absolutely continuous with respect to m, “4)
for all w € Q.

The policy enforced at time ¢ is w (W, 6;w).

Equation (3) implies that the server stations cannot allocate more than their total processing
power. If the total workload on a Borel setis 0, it is useless to dedicate some processing power to
this set. Attime the server station j achieves an instantaneous service rate of 7 (x) 7 j (W, ) ({x})
for a job located at x. (To simplify our notation, 7z ;(W;, 6;) be simply be written as 7 ; (W;).)

The policies we are considering in our model are stationary, and if W is stationary then
7w (W;, 6;w) is also stationary. A study of nonstationary policies was made in [14] in another
framework. In that article the authors showed that the nonstationary and stationary policies
have the same performances (as far as stability is concerned).

In the next sections, we will define some interesting classes of policy. A simple example of
a deterministic policy defined for atomic measures is

n 0 if m is the zero measure,
T (m) = .
J €j0,+ otherwise,
J
where x T = argmax{x: r;(x) 1(m({x}) > 0)}. If multiple choices of x are possible, we choose

the first in lexicographical order. With this policy, the server stations serve the user with the
greatest processing rate first. Note, in particular, that this policy is work conserving: if W; is
not the null measure, the server is active.

1.3. Evolution equation

The dynamics of our queueing system is given by the following integral equation, for all
Borel sets B and ¢’ > t:

t t
Wy (B) = Wi (B) +f / osxA(ds x dx) — Z/ / rj(x)nj(WS)(dx) ds. 5)
t JB 7t B

In Borovkov’s terminology (see [9, Chapter 4]), (5) defines a stochastic recursive process: we
can write Wy, = fr (W, A:+h), where A§+h denotes the trajectory of the arrival point process
A between t and ¢ + h, and, for all &, f}, is a suitably chosen functional.

Under a given policy 7, for a Radon measure m define W;" as the workload at time ¢
when Wy = m.
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1.4. Some examples

Here are several examples which illustrate the model.

Example 1. All the jobs arrive on a countable set of points, {x;, i € N}, with no accu-
mulation points. These points are waiting rooms and the arrival intensity at each point is
ri = E(A([0, 1] x {x;})) < oco. In this example, the system reduces to multiclass job traffic
with processing rates depending on the class and the server station. Stability results on this
type of system were presented in [16].

Example 2. In a wireless communications scenario with d = 2, the server stations are base an-
tennae and the customers are mobile users who want to receive data from the network. Server sta-
tion j is located at Y; € R2. The processing rate can be written 7 (x) = L(x, Y;)/I (x), where
L(x, y) is an attenuation function on the channel between x and y and I (x) = > jeg L(x,Y;)
is a shot noise process. A natural assumption is to assume that L(x, y) depends only on |y — x]|.
Motivations for this model were given in [7].

Example 3. When ¢; € {0, 1}, the model exhibits random connectivity. The server stations
are either switched on or switched off. At time ¢, if £;(¢) equals 1 or O then the base station j
is switched on or, respectively, off (see also [17]).

2. Stability analysis
2.1. Stability region

In this paper we are interested in the stability of the queueing system described above. A
policy 7 is stable if there exists a finite stationary workload {M; = M o 6;}, t € R, for an
atomic random measure M satisfying (5). The queueing system is said to be stable if there
exists a stable policy. This definition was called stochastic stability in [4]. In Subsection 2.4,
we will consider a stronger definition of stability.

The parameter of the queueing system is the marked point (arrival) process A. Let N be the
set of point processes of finite intensity and with a service time with finite expectation under
the Palm measure. We define

T={f=(XP—>fj(x),jeg): for all j,

fj is nonnegative and measurable and Z fix)y=1 A(dx)-a.e.},
i

E5; (00.4) f;(x)
N' = 1A € N:there exists an f € F such that, for all j,/ ————————A(dx) < pj ¢,
Rd rj(x)
_ EY" (00.) £ (x)
NS = {A € N : there exists an f € ¥ such that, for all j,f #A(dx) < pj}.
R4 rj X

These sets are generalized continuous versions of the stability sets derived in [16].
Note that

[ @055/t
is a traffic load: E%X (00,x)A(dx) is the mean number of service requirements per unit of surface

and r; (x) is the processing rate at x for server station j. We can now state the following stability
theorem.

https://doi.org/10.1239/aap/1151337081 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1151337081

Stability of spatial queueing systems 491

Theorem 1. For the queueing model described above,
o if A € N* then there exists a stable policy, and
e if there is a stable policy then A € N*.

Note that, as in Loynes’ theorem, the stability region depends on the distribution of the point
process A only through its means. To be precise, suppose that there is only one server station
and that all jobs arrive at the same place, say 0. The stability region is then characterized by
the condition Eg’o(oo,o))»(O) < p1r1(0). This result is the usual condition, namely p < 1, for
G/G/1 queues.

In the proof of the theorem, we establish that to a given stable policy  there corresponds
an (f)jeg in F such that

0,x
/ EA (GO,x)fj(x) A(dx) < Pi.
R4 rj(x)
We interpret f; as the proportion of service carried by the server j for customers at x in the
stationary regime.

The converse mapping is also available: for a set of functions (f;)jeg in F such that the
above inequality is satisfied with strict inequality, there exists a stable policy. In fact, as will
be seen in the proof of Theorem 1, the last assertion will only be proved for a dense subset of
functions in ¥. The weakness of this theorem is the lack of precision about the policy which
achieves the maximum permissible loading. The policy we construct in the proof of the theorem
is not practical.

2.2. Necessary conditions for stability in Theorem 1

This technical lemma is needed in what follows (see, for example, [2, Lemma 2.2.1, p. 87]
for a proof).

Lemma 1. Let Z be a nonnegative, almost surely (a.s.) finite random variable such that, for a
givent, if E(|Z — Z o 6;]) <oothenE(Z —Z o0 6;) =0.

Suppose that there exists a stable policy # and an a.s. finite stationary workload measure
W; = W o 6;. Let B be a bounded Borel set. From (5), we have

t t+h
Wo6,(B)=W(B)+ // 05 xA(ds x dx) — Z/ / ri(x)mi(W o 6y) (dx) ds.
0J/B R B

The Campbell formula for marked point processes implies that

t
E(f / o5 x A(ds xdx)) :t/ E%™ (00,0)(dx).
0 JB B

We define ;(B) = E(r;(W)(B)), which is a Radon measure, and obtain fRd wj(dx) < p;
from (3). Using condition (2), we deduce that

E(|lWo6,(B)—W(B)|) < t/ Eg’x(oo,x))»(dx) +t Z pjsuprj(x) < oo.
B | xeB
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Thus, W 0 6;(B) — W(B) € L'(P) and we can apply Lemma 1 to conclude that

oz/BE(j;"(ao,x)x(dx) —Z/Brj(x)ﬁ'j(dx). )
j

As (6) holds for all bounded Borel sets, the measures ) it (x)7;(dx) and E%’x (00,x)A(dx)
are equal. In particular, the measure r;(x)7;(dx) is absolutely continuous with respect to
Eg’x (00,x)A(dx). Let 7w (x) be the Radon-Nikodym derivative of 77 ; (dx) with respect to A(dx),
andlet f;(x) =r;(x)7;(x)/ E(/){x (00,x). We deduce from (6) that, for all Borel sets B,

/B E) " (00,)A(dx) = ) /B £3(0) EY™ (00,0)2(dx).
J
Thus, }°; fj(x) = 1and f € ¥ A(dx)-a.e. Finally, Jra 7j(dx) < p; reads
0,x .
/ E " (00,x) fj(x) A < p,
R4

rj(x)
and the second assertion of Theorem 1 follows.

2.3. Sufficient conditions for stability in Theorem 1
Suppose that A € N?. There exist (f;), j € &, in F such that, for all j,

/R B (00,00 £ 0/ (D) < 1.

We can suppose that f has the properties given in Proposition 8 below. For a given policy
and an initial atomic workload m, we define the set

t
AT (1) = {xi rj(X)/O T (WH({xhds < fj(x)<m({x}) +/[

0,1) x {x}

o5 xA(ds x dx)) }

That x is in A;’? () means that server j has contributed less than f; (x) in fulfilling the service
requirements of customers located in x.
Consider the following nonstationary policy. For all j € 4 and for ¢t > 0,
gj()8: i AY() £ 2,
(1) = JIOL ' {}V()?f 7
0 if A i °t) =@,

where x;'f = argmax{x: 1(x € A;VO () 1(W;({x}) > 0)r;(x)}. If multiple choices of x;f are
possible, choose the first in lexicographical order.

The existence of this policy follows from condition (1). The policy = divides the workload
among all servers in proportion to the f;, and processes the jobs at the fastest available rate.
By 7 (¢) we denote the policy enforced at time ¢ when at time O the workload is equal to m: in
the usual notation, 7 (t) = 7;(W/"). Note that if ,A,’;.’ (T) = @ for some T, then after time T
the server j will only serve jobs that arrive after time 7, and that, for r > 0,

ATt +T) = A1) o br. (8)
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Let B be a bounded Borel set. Then

t t
Wt(B)=/ / GS‘XA(dsxdx)—Z/ / r;(x)7j(s)(dx) ds
0 JB ; 0 JB
t 1

=Z//ﬁw%ﬁwxm—2//qmmmmm

j 0JB j 0JB
:Z/ ri ()W (dx),

j B

t
// fi) SxA(dsxdx)—//ﬂj(s)(dx)d5~ ®
rj(x) 0JB

We now define a total order ‘< > on R4, such that x =i yifrj(x) >rj(y)orrj(x) =r;(y)
and x is smaller than y in lexicographical order. A Borelset Bisa j-maxsetif B = {x: x >; y
forall y € B}.

where

Lemma 2. Fora j-max set B,

1
WJ(B) <max</ fj () Wo(dx) / / f/ ().« ———— A(ds x dx) — / gj(s)ds,
0

Vj(x) r/(x)

h +
sup // fixe. ”A(dsxdx)—/ sj(s)ds)) .
0<h<t r](x) 0

Proof. The policy m divides the global queueing system with the server set ¢ into distinct
queues, one for each server in § with an incoming workload equal to

t
Z//fj(x)as,xA(dSde).
| 0JB

WZJ (B) is the rescaled workload, such that the server j serves the user at x with a unit processing
rate. If B is a j-max set then, from the definition of policy 7, the server j dedicates all of its
processing power to B if the workload in B is not 0. The customers in R¢ \ B are served if
there is no customer in B. Thus, the statement of the lemma follows from the usual formula
for the G/G/1 queue.

Let M; = Wt0 o O_; be the Loynes sequence under policy 7, and let M = Wto 060_;. We
have

%®=2AMMMM.
J

Note from Lemma 2 that Ml] (B) is a nondecreasing sequence for a j-max set.

Lemma 3. As ¢ tends to oo, M,] couples a.s. with ML, a finite random measure.

Proof. Let B be a j-max set. Then, from Birkhoff’s theorem,

f / fj(x)an s dx )_f f/(x)EA (00.x) Adx) <1 as.
t—>oot rj(x) rj(x)
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. +
M/ (B) = < sup / / Ji00%x 445w d) —h)
0<h<t J— rj (x)

is a bounded increasing sequence and it couples with

. +
M&(B):(gupf / ff(x)G”A(dsxdx)—h) .

heR. rj(x)

Therefore,

Since R? is a j-max set and A;It'/ (B) < 1\7[,/ (R?) < M&(Rd) for any set B, a subsequence
M,{1 (B) converges to MZ,(B) and MY, is well defined and a finite random measure.

Since Wj (R?) is a G/G/1 queue, we can define T, the first time after the coupling time with
ML o6, (Rd) such that W/ (RY) = 0. This time 7 is a.s. finite. In view of (8), W/ = M 06,
fort > T. Thus, M’ Wj 06_, = ML and Mj couples with ML

Let B be a bounded set. For a choice of f given by Proposition 8§,

M(B)= )" / r ()M (dx).

J€FB

Since |Fp| is finite, we deduce from Lemma 3 that M;(B) couples a.s. with M (B) =
> jcdn f gTj (x)MZ,(dx). We have thus proved the existence of the limit: lim;—, oo M; = M.
To conclude the proof, it remains to prove that M, is a stationary solution to (5) for a policy
'

Along the lines of the proof of Lemma 3 we can also prove that the process {M, 15 005 o<s<n

couples with (ML, o6, Jo<s<n for any positive i. From (9), for a bounded set B we have

f] (x)os, x i+h
t+h o06n(B) = f h/ — " A(ds x dx) —fo f T[j(e_,,s)(dx) ds
—t— B

r](x)

B / / f](x)st /h/
(B) + = A(ds x dx) — i (0, t +5)(dx) ds.
rj(x) 0 JB

If Z is the maximum coupling time of {A;I,jﬂ 0 65(B)}o<s<h, then for t > Z we have
J J f bi (x )Us X
rr j(0—i, t+5)(dx)ds = ML, 06,(B) — MOO(B)—i— ® =" A(ds x dx).
ry
For all &, the right-hand side of this equation does not depend on ¢; thus, 7; (6, t +s) couples
with a measure 7 ; (s) =lim, ; (60—, t +5) a.e. Let ¢ty be such that the coupling occurs; then
71} (s) = li}n (O tys—g900s,t+1—5+s5)= JT;- (to) © Os—y,-
In consequence, 7’ is a stationary policy and M is a stationary solution to (5). Theorem 1
is thus proved.

Remark 1. In the particular case described in Example 1, a simpler proof is available. We
have

5 M ES (00.1) f(xi)

=p;i<l1.
rj(x;) !

i
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Consider the following deterministic policy defined for an atomic measure with atoms in
{x;, i € N}:

Fi)xi B (00,5,
ri(xi)p;j '

mj(m)({x;}) = € Lm({x;}) # 0)

In computing M, ({x;}), it appears that this policy is stable.

2.4. Convergence toward a stationary solution

When there exists a stationary regime in a queueing system it is important to know if for any
initial condition the workload converges in some sense to the stationary regime. The following
proposition gives a positive answer to this for the policy defined in the proof of Theorem 1.

Proposition 1. Ifthe policy scheme defined by (7) is enforced, then for any finite initial workload
at time t = 0 and for all bounded Borel sets B, {W;,1(B)}, t € Ry, converges in variation to
{Mo6;(B)}, t € Ry, as T tends to oo.

Note that the workload measure does not converge in variation; rather, convergence happens
only on bounded sets. The proposition states that the workload converges in variation in the
vague topology.

Proof of Proposition 1. The proof relies on the following fact: if a stochastic process {X;}
couples with {Y o 6;} then {X;1 7}, t € Ry, converges in variation to {Y 0 6;}, t e Ry, as T
tends to oo (see [11, p. 102] or [2, Property 2.4.1, p. 100]).

From Lemma 2, Wt" (B) is G/G/1 queue and, therefore, the coupling of W," (B) for any
initial condition follows from Property 2.4.1 of [2, p. 100]. For a general Borel set B, it
suffices to note that VW (B) < W/ (R9Y. The arguments used in the proof of Theorem 1 work
to show that W,] (B) couples for any initial condition. If B is a bounded set then W;(B) =
Zjegg fB T (x)Mtj (dx). Since | g p]| is finite, the coupling also occurs in this case.

3. Monotone policies

The policy we have defined to prove the sufficiency part of Theorem 1 is not of any special
interest. In particular, it requires the knowledge of the mappings f;(x). Along the lines of the
work done in [14], [1], and [4], it would be very appealing to find some stable policy which
does not rely on knowledge of the parameters of the system.

In this section, we are going to use the key ideas of Loynes’ theorem for general Polish
spaces (see [2, paragraph 2.5.2, pp. 107-109]). Let the space M be the set of Radon measures
on RY, which is a Polish space in the vague topology (see [10, pp. 615-631]). We define a
partial order ‘<’ on M. Let m and m’ be two Radon measures with m < m’ if m(B) < m’(B)
for all bounded Borel sets B in R?. A policy is said to be monotone if m' < m implies that
Wt"’/ =< W/ for all t € Ry. The Loynes sequence (M;, t € R, ) is defined as the workload
found at time O supposing that there was zero workload at time —¢; that is, M; = W,O 06_;.

The following two classical lemmas are straightforward to prove.

Lemma 4. Let (m,, n € N) be a monotone sequence in M, with respect to the order ‘<X’, such
that m,, (B) is bounded for all bounded Borel sets B. Then (m,,, n € N) converges in M in the
vague topology.

Lemma 5. Suppose that ©w is a monotone policy. Then (M;, t € R,) is a nondecreasing
sequence (with respect to the order ‘<’).
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In view of Lemma 5, the Loynes sequence is of particular interest for the class of monotone
policies. Indeed, if (M;, t € Ry) is a nondecreasing sequence and is bounded by a random
Radon measure Z (with respect to ‘<’), from Lemma 4 M; converges a.s. in M and we can
then define the so-called Loynes variable as

[—>0o0

Monotone policies are quite natural in our queueing setting. Most known processing policies
are monotone. In this section we discuss some conditions which guarantee the existence of a
stationary workload for this class of policy. Here is an important example.

Example 4. (Cone policies.) An interesting class of policies has emerged in the literature;
see [14], [1], and [4]. Let ¢ > 0 and for an atomic policy m define

Aj(m) = argmax{x: m({x})“r.,- x)},

Cmyej Y rj(x)"@V/es, iftm 0,
wi(m) = x€Aj(m)
0 if m = 0.

where C (m) is the constant such that fRd wj(m)(dx) =¢g;ifm # 0.

Notice that 7 (cm) = w(m) for ¢ > 0. For finite workload measures, it can be shown that
this policy is monotone. However, it is not clear whether or not this policy is stable when
A e NS,

A way to ensure that the Loynes variable is a stationary solution is to impose some continuity
conditions on ;.

Definition 2. Let f be a measurable mapping from M to M. We say that f is left continuous or
right continuous if for all nondecreasing or, respectively, nonincreasing converging sequences
(my,, n € N) in M, we have lim,, f(m,) = f(lim, m,).

It is consistent to define some continuity properties in terms of converging sequences since
M is a complete metric space. Right-continuous policies are not of practical interest. Indeed,
a work-conserving policy cannot be right continuous. The cone policies of Example 4 are left
continuous.

We define the discontinuity set of a mapping h as follows: disc(h) = {x: h(x) is not
continuous at x}.

Proposition 2. Suppose that 7 is left continuous and that L(disc(rj)) = O forall j € §. Then
when Mo is a Radon measure, it is a stationary solution to (5).

Proof. By definition, W' = W0, 00_, = W2 06_s_, 06 = My, o6;. Therefore,
from (5), for a Borel set B and ¢ € R™ we have

Myih 0 04(B) = W) (B)
h h
= M,(B) +/ f o5 xA(ds, dx) — Z/ / rj(x)j(M;4s 0 05)(dx) ds.
0 JB | 0 JB

If (%, k € N) is an increasing sequence converging to oo then (M, 4, o 65, k € N) is
a nondecreasing sequence converging to My, o 6. Since 7 is left continuous, we have
limy s 00 7 j (M 45 0 65) = 7j (Moo o 0) for this vague convergence.
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For A = Zn 84T, X,,0,) We define C = {X,, n € N} and let B be a bounded Borel set
such that C N 9B = &, where 0B (the boundary of B) avoids a countable set of points in
R?. From (5) and condition (4), My, o 65 and 7 i (Mso) o 6 are atomic measures with support
Zk dx, 1(Ty < s). Thus, for aset B as above and for all s in R, we have 77 ; (Mo 00;)(dB) = 0.
Moreover, since A(disc(r;)) = 0, (M o 85)(disc(r;)) = 0 a.s. From Lemma 7 below, we
deduce that

klim /rj(x)nj(M,kHo@S)(dx) =/rj(x)nj(Mm00S)(dx) a.s.

Now, from (2),

h
Z/O / rj () (Mi1s 0 05)(dx) < Zh sup r;(x) < 0o
J B 7 Xe€B

by the dominated convergence theorem, whence
h h
Moo 0 64 (B) =MOO(B)+/ /JS,XA(ds,dx)—Z/ /rj(x)nj(Moooé’S)(dx) a.s.
0 /B —~Jo JB
J

From Lemma 8, below, this equation is indeed satisfied for all Borel sets, and M is a stationary
solution.

The assumptions of Proposition 2 can be changed as follows. Let
E = {w € Q: there exists a T such that, forallt > T, M;(w) = My (w)}.

On E, M; converges in variation (or couples). We can easily check that E is a 6;-invariant
event and, by ergodicity, that P(E) € {0, 1}. If P(E) = 1 then M; couples with M, a.s. and
the assumptions on the continuity of 7; and r; are no longer needed to ensure the stationarity
of M.

Corollary 1. Fora given policy r, if M; = W; 00_; couples with M, then M, is a stationary
workload solution to (5).

4. Spatial allocation

In this section, we suppose that the spatial arrival intensity A(dx) is absolutely continuous
with respect to the Lebesgue measure, i.e. it can be written as A(x) dx. We have seen in
Theorem 1 that stability relies on the value of

0,x
1o ES .
p= inf sup— [ Ea (0000

A(x)dx. (10)
fEF jeg Pj JRd rj(x)

If p < 1 then the system is stable, and if p > 1 then the system is unstable. In this section, we
analyze this optimization problem.

This analysis of the stability region is of particular interest in wireless communications
networks (see Example 2) for which the geometry of the network is contained in the processing
rates 7;. The server j is a base station and we look for the optimal way to divide the traffic load
between servers. We know that there is a mapping from a function f in F to a stable policy 7.
The optimal choice is thus given by an f that maximizes the permissible traffic load.
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4.1. Optimal spatial allocation
We define

[ ES (000 £ ()
p,(f)—p,/w e

A(x)dx and p(f) =supp;(f).
J J

The set ¥ is convex and closed and f — p(f) is a convex function; thus, the minimum
of (10) is attained. Here we consider the optimal subset of ¥, defined as

Fr={feF:plf)=np})

The extremal points of the convex set ¥ are the measurable functions such that f;(x) =
1(x € V;), for a Borel set V;. This function of this class is called a tessellation. A tessellation is
a partition of the space: there exists a set D with a null measure such that each point x € R?\ D
belongs to a unique V;. The policy scheme which corresponds to a tessellation is a cellular-type
policy, i.e. one in which a customer is served by only one base station.

Proposition 3. If p is finite then there exists a function f such that

pi(f)=p forall}.
If there is a finite number of server stations, then all f € F* satisfy the above equation.

Proof. Let f € & and suppose, for example, that p1(f) < p2(f). Since p2(f) > 0, f2 is
not a.e. equal to 0. Thus, there exists a measurable, nonnegative function x — €(x) such that
f3(x0) = falx)—e(x) = 0, ff (x) == fi(x)+e(x) < 1,and pa(€) > 0. Let f7(x) = f;(x) for
J ¢ {1,2}. Then f€ € F and we have p; (f€) = p1(f) + pi(€) and p2(f€) = p2(f) — p2(€).
Thus, if p1 () is small enough, sup;c(; 5 pi(f9) < sup 1,2y £ (f) and o(f9) < p(f).

Now suppose that f € F*; then f€ is also in F*. By iterating the construction above for
all j and j’ such that pj/(f) < p;j(f), the proposition follows.

Proposition 3 has an intuitive meaning: for an optimal spatial allocation, the traffic load is
the same at each server station. We can similarly prove a more surprising result. We say that
the processing rates are singular if there exist servers j and k in §, a constant C > 0, and a
Borel set A of positive Lebesgue measure such that

rj(x) = Cri(x) forallx € A.

Proposition 4. Suppose that p is finite. If the processing rates are not singular, then there is
an f € F* which is a tessellation. If there are finite number of server stations, then every
f € F* is a tessellation.

This is a counter-intuitive result: the server stations do not need to share the jobs to reach
the stability region. The difficulty is to find an optimal tessellation solving (10). This result
is not very surprising from the point of view of convex optimization, as it only asserts that the
extremum is reached at an extremal point.

The definition of singular processing rates is purely technical and does not rely on any natural
assumption on the processing rates. In the wireless scenario (see Example 2), if Y; # Y for
all j, k € ¢ and [ is a strictly convex mapping, then the processing rates are nonsingular.
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Proof of Proposition 4. We consider the f € F* introduced in Proposition 3. Let £ =
F1((0, 1)~ N £2((0, 1))~ In this proof, x will denote the Lebesgue measure. We want to
show that w(E) = 0. Suppose instead that u(E) > 0 and, without loss of generality, that
Ww(E) < oo. Let A and B be disjoint compact sets of positive Lebesgue measure contained in
E. Such sets exist in view of Theorem 2.14 of [13, p. 42] (the Riesz representation theorem).
We consider the mapping ¢ (x) = 1(x € A) —v1(x € B), v > 0.

Let f{(x) = filx) +€d(x), f5(x) = fo(x) —€g(x), and ff(x) = fi(x) fori ¢ {1,2}. If

€ > 01is small enough then f€ and f~¢ are in & and, fori € {1, 2},

i (f5€) = pi(f) £ epi(¢) = p £ ep;i(1a) F vepi (1p).

Since f € F*, we have max(pl(fie), ,oz(fie)) > p and we deduce that sgn(p;(¢)) =
sgn(pa(¢)). It follows that, for all real v, p;(14) — vpi(1p) and pa(14) — vp2(1p) have
the same sign. Therefore, the vectors (p1(14), p1(15)) and (p2(14), p2(1p)) are collinear,
i.e. there exists a C 4 p such that p;(14) = Ca pp2(14), and C4 p cannot depend on B and,
by symmetry, does not depend on A either. Thus, there exists a C > 0 such that

p1(14) = Cp2(14).

This equality has been proved for any compact set contained in £. From Theorem 2.14 of [13,
p. 42], it can be extended to any Borel set contained in E. Thus, for all sets A contained in £
such that u(A) > 0, we have

1 f (E‘j;"(oo,x) _ CE‘};x(ao,x>) o,
n(A) Ja\ piri(x) p2ra(x)

We can now apply Theorem 1.40 of [13, p. 31] to conclude that

C'ri(x) =ry(x) ae.inE.

This contradicts our hypothesis on the processing rates. Therefore, u(E) = 0 and we have
proved that there exists an f in #* such that f;(x) = 1(x € V;) a.e. and u(V; N Vi) = 0 for
J # k. We deduce that (1(V})) g is a tessellation in F*.

4.2. Cellular policies

Definition 3. Let {V;}, j € 4, be a tessellation. A cellular policy with cells {V}; is a policy
scheme satisfying
nj(m)(Rd \V;)=0 forallm € M andall j.

We have seen in Proposition 4 that a cellular policy reaches the stability region under
some conditions. We say that a cellular policy is work conserving if m(V;) > 0 implies
that ; (m)(V;) = 1.

Proposition 5. Let {V;}, j € &, be a tessellation with bounded cells. Any work-conserving
cellular policy with cells {V;}; is stable if

0,x
Es
/ Mk(dx) < pj forallj.
1%

(RACY)

If there is a j such that fvj [Eg’x (00,x)/7j(x)IA(dx) > p; then any cellular policy with cells
{V;}; is unstable.
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This proposition is similar to the result on single-server queues which asserts that the stability
does not depend on the discipline, provided that it is work conserving. Since there are no
interactions between server stations when a cellular policy is enforced, to prove the proposition
it is sufficient to prove the following result. Suppose that the intensity measure A is finite and
that there is a single server. If A € N* then any work-conserving policy is stable, and if
A ¢ N then any policy is unstable. This result on multiclass queues is quite well known. A
proof is given in the appendix.

4.3. Homogeneous networks in wireless communications

In this subsection, we give some results on the stability region in the wireless communications
scenario (see Example 2).

4.3.1. Spatially ergodic network. We suppose the arrival pomt process A to be stationary in
time and space. The intensity of A is denoted by A, and EY% 4 (00,x) =: 0. We assume that
the attenuation function is radial and positive, i.e. L(x, Yy) = [(]Y; — x]|) for some positive
measurable function /, and suppose that fR rl(r) dr < co. We further suppose that the point
pattern {Y;} jen is a realization of an ergodlc point process of intensity v > 0 on the plane R
From the Campbell formula, we have E(/(x)) = v fR+ ri(r)dr < oo. The stability of the
system depends on the value of

()1
o' = inf sup de

feF jenJr2 L(lx = Y;1)
If Ao < p. then the system is stable, and if Ao > p. then the system is unstable.
Lemma 6. p is a.s. constant.

Proof. The mapping (f;)jen > (fj(-—y)) jenisabijectionon F . Itfollows that, forall y,
p is invariant under translations by y. Thus, for all a > 0, from ergodicity, P(p > a) € {0, 1}.

4.3.2. Periodic network We suppose that the set of base stations is located on aregular hexagonal
grid of radius R. We index our base station by Z? and, with a complex representation of R?,
the base station (p, ¢g) is located at Y, ; = R(p + qei”/3). Let{V;}, j € 72, be the Voronoi
tessellation of the hexagonal network (that is, x € V; if [x — Y| < [x — Y| forall j* # j). A
simple argument based on the symmetry of the hexagonal grid leads to the following proposition,
which implies that the Voronoi cellular network is optimal for the hexagonal grid.

Proposition 6. For the hexagonal network,

. / 1

= L1
4.3.3. Poisson network. The hexagonal grid is a regular point pattern. It is interesting to analyze
the stability region when the base station point pattern is more irregular. To this end, we suppose

now that the base stations are located according to a realization of a Poisson process of finite
intensity v > 0.

Proposition 7. Suppose that limsup,_, . [(4r)/I(r) > O, | is nonincreasing, and r2(r) €
L'Ry). If {Y;}jen is a homogeneous Poisson point process of finite intensity v > 0, then
pc =0 a.s.
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Thus, in the homogeneous Poisson case, the network cannot be stable. Note that if /() ~
r=%, a > 3, then the assumptions of the proposition hold. Whatever the intensity of the base
stations is, the local behavior of the Poisson point pattern will lead to a global instability. This
negative result is similar to the results in the static case given in [3] and [8]. The assumptions of
this proposition are not optimal; in particular, the factor of 4 in the limit supremum is arbitrary.

Proof of Proposition 7. Suppose that p. > 0 and let B(0, R) denote the open ball of radius
R centered at the origin. We define G, = B(0, (n + 1)R) \ B(0,nR). The area of C, is
|Gyl = 2n + 1)t R?. Let 6 > e%v and Sg = (6/pc) Y n=a|Chll((n — R)/I(4R) < oo0.
For a Poisson point process @, the event -

Ar = {®(B(0,2R)) = 0} N {®(C2) > 28k} N ﬂ{®(@n) = 0[Cyul}

n>2

has positive probability. Indeed, the sets G, are disjoint and Lemma 1.2 of [12, p. 17] yields
P(ﬂ D(C,) < 9|en|> =[[P@@n <01C.) > 0.
n n

Let N = ®(C). On Ag, for x € B(0, R) we have I(x) = Z [(lx = Y;]) = NI4R).
Moreover, if Y; € C, then, since

[ !
Bo.R) . l(x—Y;h T T

/ fi(x)dx < 1 K —-DR) (11)
BO.R) "’ ~ Np. l(4R)

we have

It follows that

1(|Y; 3R i dx = i d
; (17l = )ft}(w)f/(x) =Y 2 [ fwa

n>2 Y;eCy, B(O,R)

I(n = DR)
< Z|n| [aR)

< %.
Since Zj fB(O’R) fikx)dx = 7 R? and ®(B(0, 2R)) = 0, we deduce that

2

TR
Zl(yj € GZ)f fi(x)dx > —.
; B(O,R) 2

By using this equation with (11) for n = 2, we obtain

I(R) 2
Pe = 0 —0s
[(4R) TR
From the hypotheses on / and [(4R)/[(R), for large enough R we find a contradiction. We

have argued in terms of the event Ag; since P(Ag) > 0, by ergodicity of the Poisson point
process, the result extends to the whole o -algebra.
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Appendix A.

A.1. Property of the stability set
In this subsection, we find some properties of the set N as it is defined in Section 2.1. To

simplify the notation, v;(dx) will denote the measure [E%x (00,x)/7j(x)]A(dx) and g is chosen
tobe N. Forx e R let g, = {j: fj(x) > 0}, and foraset Blet g = U, cp Ix-

Proposition 8. If N isnotempty then there existsan f € F suchthatx v~ f;(x) is continuous
for all j and |g g| is finite for all bounded sets B.

Proof. Let f € F be such that p; = fRd fi(x)v;(dx) < 1forall j. Let G be a bounded
open set. For all j, from Lusin’s theorem (see, for example, [13, p. 56]) there exists a sequence
of continuous functions on G, g;.’(-), such that 0 < g;.’ (x) < fj(x) vj(dx)-a.e. and

lim/ g?(x)vj (dx) = / fi)v;(dx).
n G G
We have Zj g;?(x) <1= Zj fi(x). Lete"(x) =1 — Zj# g;?(x). We define

f{l(x) — {g;l(x) +1(j = De"(x) lfx cG.
i) ifx €G.

We check that f” is in & and that, for n large enough, fRd f” (x)vj(dx) < 1 for all j. By
1terat1ng this construction for a set of open sets covering R?, we deduce that there exists an
f € F suchthat p; = fRd fi(x)v;(dx) < 1 and f; is continuous, for all j.

Now we turn to the second part of the proposmon Let K be a compact subset, define f;
as above, and let ,o satisfy max(p;, 2) < ,o < 1. We then define g;(x) = f; (x)/,o] such
that fRd gj(x)vj(dx) = ,oj/p < 1 and Z gj (x) > 1. For all x, there exists a j, such that
Zi 18i(x) > 1. By contmulty, since K is compact, jx = sup,cx Jjx is finite. It follows
immediately that fi ) =g, )1 < jo/ Y j<jc 8j(X) has all the properties required in the
proposition.

A.2. Vague convergence in <M
The following lemma is an adaptation of Theorem 5.2 of Billingsley [6, p. 31] to the vague
topology.

Lemma 7. Let (my), be a sequence in M converging to m in the vague topology. Let h be a
bounded, measurable function for which m(disc(h)) = 0, and let B be a bounded Borel set of
R? with m(3B) = 0. Then lim, [ h(x)m,(dx) = [ h(x)m(dx).

Lemma 8. Let C be a countable set of points in R? and let € be the set of bounded Borel sets,
B, of R? with C N 9B = @. Then

e C is an algebra and the o-algebra generated by C, o (C), is a Borel o-algebra B; and
e for a measure m defined on C, there is a unique extension of m on 8.

Proof. From the relations 0(A N B) CdANIB,d(AUB) C AU dB, and 9(A°) = 0A,
it follows that € is an algebra on the set of subsets of R¥.

B is the o-algebra of the algebra generated by the open rectangles of R?. To prove the first
assertion of the lemma, it suffices to prove that the rectangle (0, 1)¢ can be written as U,en Bns
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where B] C By C --- C B, € C. To this end, consider the rectangle R, = (¢, 1 — a)d with
O<e< % If ¢ # &' then R, N IR,y = @. Since C is countable there can only be a countable
set of s such that C N 0R, # &. In particular, there exists an increasing sequence (g,), such
that C N dR,, = &. This proves the first statement of the lemma. The second assertion follows
from the Caratheodory extension theorem.

A.3. Spatial queueing system with one server

When there is only one server in the system, Theorem 1 can be made more precise. The
system reduces to a multiclass queue. The condition A € N° can be restated as

0,x
/ EA 009 5 ax) < p,
Rd  r(x)

where r is the processing rate for the server providing service for a user located at x and p is
the expectation of the available processing power.
We make the following proposition.

Proposition 9. Suppose that the intensity measure A(dx) is finite and that there is a single
server. If A € N’ then any work-conserving policy is stable.

Proof. Since  is a finite Radon measure, N = ), 8(7, 5,/r(X,)} is a simple marked point
process on R with finite intensity E(N[0, 1]) = fRd A(dx). For a given work-conserving policy
7, define Y; = fRd W;(dx)/r(x). From (5), we deduce that

On
r(Xn)

t +
Y, = (Y(Tn—) + —/ e(t) dt> fort € [Ty, Th+1),

where £(¢) is the total processing power available to the server station. Y; does not depend on
the policy and is the usual workload for the G/G/1 queue. The workload for our queue is

f EO( 90 )A(dx)—/ Mk(dx)<
e N\ r(Xo) e b

By writing W,, = Wr, _, it appears that (W,, n > 0) is generated by a stochastic recurrence;
see [9, Chapter 3] and [2, p. 104].

If Wy is an atomic measure with a finite set of atoms on R? then a.s. so is W, for r > 0.
We define the following policy on atomic measures with a finite set of atoms, where x~ =
argmin{x: 1(m({x}) > 0)r(x)}:

_ 0 if m is the zero measure,
T~ (m) =

&é,- otherwise.

If multiple choices of x ™ are possible, we choose the first in lexicographical order.

This policy is the work-conserving policy which dedicates all the processing power to the
slowest customer. It is monotone, and M, (B) < M, (Rd). As has already been pointed out,
M. (R?) is the Loynes sequence for the usual stable G/G/1 queue. From Lemmas 4 and 5, we
deduce that M, converges a.s. to the Loynes variable M__.

Now consider any work-conserving policy . We similarly define the Loynes variable M,
for this policy, such that M;(RY) < M; (RY) < M (R?). The event A = {M; = O} isa
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renovating event for M7, and, since the workload of the G/G/1 queue is strictly less than 1,
P%(4) > PQ(ML(RY) = 0) > 0. From Theorem 2.5.3 and Property 2.5.5 of [2, p. 115,
p. 117], we deduce that M, converges to a stationary solution M., and that M, couples with
M (in the strong backward sense).

Restating Property 2.4.1 of [2, p. 100], we can also prove that from any finite initial condition
m, W/ couples with M, o 6; (as ¢ tends to 00).
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