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REPRESENTATIONS OF THE (p2 - l)-DIMENSIONAL 
LIE ALGEBRAS OF R. E. BLOCK 

HELMUT STRADE 

( \(1) 

ABSTRACT. For all algebras G, such that Gj rad G = Hi 2; 1 ; 0 ( r ) ) is an algebra 
mentioned in the title, the modules of dimension < p2 are determined. The module ho-
momorphisms from the tensor product of these modules into a third module of the same 

type are described. We also give the central extensions of the algebras H( 2; 1; 0 ( r ) 1 . 

Introduction. In 1958 R. E. Block [Bl-58] defined a class of simple Lie algebras 
over any field of positive characteristic /?, named L(G,£,/). Here G is a GF(p)-vector 
space, S some appropriate element of G and/ a biadditive form on G x G. R. D. Schafer 
[Sch-60] gave a realization of these algebras in terms of a Lie multiplication on a trun­
cated polynomial ring. The class of these algebras form a subclass of the hamiltonian 
Lie algebras, which in turn are of Cartan type [W-76]. The restricted, or more generally, 
the graded members of this class are pretty well known, while only little information 
in the general case has yet been published. Unfortunately some of these algebras occur 
naturally (and then play an obstructive role) in the present approach to the classification 
of the simple modular Lie algebras. In fact, a finite dimensional simple Lie algebra over 
an algebraically closed field of characteristic p > 7 is of classical or Cartan type, pro­
vided it has no subalgebra, whose semisimple quotient is an algebra of type L(G, 6,/) of 
dimension/?2 — 1. It is the interest in the classification problem of the simple Lie algebras 
which mainly motivated this note. 

There is up to isomorphism only one algebra of dimension p2 — 1 of type L(G,8 J) 

[Oeh-65]. It is denoted here by 7/(2; 1; 0 ( T ) ) ( 1 ) . 

We investigate Lie algebras G, for which G/ rad G = H(l; 1 ; 0 ( T ) ) ( }. The list of 
all modules of dimension < p2 for such algebras is given (Theorems 4.9, 5.1, 6.5). The 
determination of the modules has been applied in another paper on the classification to 
solve the classical case [St-2]. As a further consequence, we determine the central exten­
sions of H{l\ 1; O(T) ) (Theorems 6.2, 6.3). In addition, the module homomorphisms 
from the tensor product of two of these modules into a third one of the same type are 
determined to some extent (Theorems 7.4, 7.5). These results apply to a situation when 
a simple Lie algebra has such a subalgebra G and subspaces which are G-modules of 
dimension p2. The multiplication of such subspaces is governed by the above mentioned 
results on the module homomorphisms. This information will be used in some forth­
coming paper to construct subalgebras in some simple Lie algebras in order to apply the 
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Recognition Theorem, thus proving a further class of simple algebras to be of Cartan 
type. 

In addition to results which are essential for a solution of the classification problem 
this note gives an example for the application of some of the methods in representation 
theory: every module M for a Lie algebra G is also a module for any /7-envelope Gp ; if M 
is irreducible it admits a character % ; if G is filtered, the dimension of the module can be 
estimated in terms of \ and the length of the filtration; M is a homomorphic image of an 
induced module u(Gp, X)®U(K,X\K) ^ , where u(Gp, \) is the universal enveloping algebra 
of Gp reduced by the character \, K is a restricted subalgebra and N is a AT-module. This 
note establishes a first step of investigating the representations of nongraded Cartan type 
Lie algebras. 

1. The algebra DerH(2; 1; <&(T)J . In this section we assume that the underlying 
field F has characteristic p > 3. The following are well-known facts, published in vari­
ous papers. We gather this material without proofs, but give some references. The main 
reference is [Sch-60]. 

Let A(2; 1) := F[x,y], x? — y7 = 0, denote the/?2-dimensional truncated polynomial 
ring in two generators and define a distinguished element A := 1 — x?~lyP~l. A(2; 1) 
carries a Lie algebra structure by putting 

{f,g} '= l(d]f)(d2g)-(d2f)(dlg)]Awithd1 := 3/3*, 32 := d/dy. 

The algebra (A(2; 1), { } ) is isomorphic to H(l\ 1; 0(r)) , as it is defined in [BW-88] 

(cf. [St-1] Theorems VII. 1 and VII.2). We have that (A(2; 1), { } ) 0 ) H F\ = 0 and 

(A(2; 1), { } ) is a simple Lie algebra of dimension/?2 — 1. For every/ G (A(2; 1), { } ) 
the mapping {/, ?} is a derivation of the truncated polynomial ring and so there is a 
homomorphism D: (A(2; 1), { } ) -> W(2; 1) D(f) := {/, ?} from (A(2; 1), { } ) into the 
restricted generalized Witt algebra W{2\ 1). D(f) is given by 

D(0 = A3i(f)32-A32(f)3i. 

Obviously, kerZ) = Fi. Therefore D is injective on (A(2; 1), { } j . 
For the rest of this note we introduce the following 

ABBREVIATION. H := (A(2; 1), { } )(1). 

D(H) and hence H is not a restricted algebra, since we have 

D(x)(y) = {x,y} = A,D(xf(y) = D(xf-\A) = -(p - l)\jf-\ 

showing that D(xf = JCP_132 ^ D(H). Similarly, we have 

D(yf(x) = -D(yf-l(A) = -{-\fip - l ) ! / " 1 , 

hence D(yf = -?-%. 
Every finite dimensional Lie algebra G can be embedded into a finite dimensional 

restricted Lie algebra (Gp, [p]), with some embedding L:G —> Gp, such that Gp itself is 
the restricted subalgebra generated by L(G) [SF-88]. We call (Gp, [p], t) (or simpler Gp) 
a /^-envelope of G. 
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582 HELMUT STRADE 

PROPOSITION 1.1. 1) Der// =* D(H) 0 F*p-ld2 0 Ff~%. 
2) Der H is a p-envelope ofD(H). 

PROOF. The right-hand-side vector space is embedded into the derivation algebra 
via the ad-representation. Its dimension is p2 + 1, which is also the dimension of Der// 
[Bl-58]. Since every p-envelope of D(H) in W(2\ 1) has to contain D(xf and D(yf, and 
Der H as a full derivation algebra is closed under pth powers, the result follows. • 

In order to simplify the notation I prefer to argue in H C (A(2; 1), { } ), rather than in 
W{2\ 1). Thus we introduce the notion of two elements I\ 0 (corresponding to yf~xd2, 

- / -
_13i) and of the Lie algebra 

L:= = H 0 FT 0 F 0 

with multiplication and /^-mapping [p] 

{r,*Y}: = by?'1-*y- l 

{0,*Y} : = -af- -y- \+b 

{r ,0}: = - A = : - 1 + l?-lf-1 

f 0 if (a , fc)2{(0, l) , ( l ,0) , ( l , 1)} 
( j ^ / ) W = 1 xy 

1 r 
if a 
if a 

= b= 1 
= l,fc = 0 

®\P] = 

10 
o, 
0. 

if a = 0, fc = 1 

It is a straightforward calculation that (L, \p]) is a restricted algebra isomorphic to Der H, 
the isomorphism being given by 

V> : L —• W(2; 1) 

^(/ ,+ar+^0) = /)(/>) + a^-1a2-/3/_1ai. 
W(2; 1) is canonically filtered (even graded) by 

W(2; 1)(0 := Y, * W i + * W 2 -

With this notation W(2\ 1) = W(2\ l)(-i), W(2; l)(2p-3) ^ 0, W(2; l)(2p-2) = 0. 
We remind the reader, that {jfyP^yf1} = (ad — bc)jf+c~xyb+d~\ whenever a + b + 

c + d > 2. This simplified version of the product in a special situation will frequently be 
used. We also remark (which is easily proved by induction), that 

(adje)'(adyy(A) = (-iy+li\j\j(r-l~jyp~l~i 0 < ij < p - 1, 1 < i+j < 2p - 3 

= - A i=j = p-l 

PROPOSITION 1.2. 1) H and L carry filtrations (#(i))_1<K2 _4, (L(o)_1<K2 -4' re~ 
spectively defined by 

H(i) := / / n i/;-1(W(2;l)(0) = span{*Y | i + 2 <a + b< 2p - 3} + FA 

L(/) : = L n r ! ( W(2; 1)(0) = H(i) + FT + FG ifi<p- 2, 

= //(/) (f / > /? - 2. 
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2) a) dimL/L(0) = 2 
b) L ( 0 ) /L ( 1 )^sl(2) 

c) L(1) = H= /^1}, (//(0))0) - span{jtY | 2 < a + Z><2/?-3} 

^ (L(0)) = H(0), (ko)) = (^(0)) * far all n>3 

e) L(o) = (L(O))(2) 0 (FT 0 F 0 0 FA) ÛJM/ (FT 0 F 0 0 FA) w a Heisenberg algebra 
f) {//,L0)} = {//,//(/)} = span{*V | i + l < a+b < 2p-3}for0 < i < 2/7-4. 

ThusH{i_X) = {H,H(i)} +FA. 

3) H(0) and L(o> are restricted subalgebras of L. 

PROOF. 1) follows from the fact, that -0 is a homomorphism. 
2)a),b): L = L(0) 0 Fr 0 Fy,L(0) = La ) 0 Fx2 0 Fry 0 Fy2. Fc2 0 Fry 0 Fy2 is 

isomorphic to sl(2). 

c): The simplicity of H gives H{V) C L(1) C H C /^1}. To prove that (H(0))
(l) D 

span{jtV \2<a + b<2p-3} we consider any element xayb G H with 0 < 
a + b < 2/? - 2. If a < /? - 1, and Z? ^ 0 then J ^ / = [2(a + l ) r 1 {. r* + y- 1 , .y 2 }, 
while for b — 0, « ^ 0, x? — a~x{xa,xy}. Similarly, we treat the case b ^ p — \. 
To prove the reverse inclusion we observe that for a + b > 2, c + d > 2 a product 
{•xfly\jtc//} = (ad—bc)xa+c~lyb+d~l vanishes, whenever (a+c—1) = (b+d— 1) =/?—1. 

d): According to c) we have H^ = (#(o>) + FA. An easy computation yields 

{//(0),A} = 0, hence (H(0))
(2) = (#(o))(1). As {T,0} = -A, this proves L $ = //(0) 

and (L(0))
(n) = (//(O))^-1^ = (//(0))(1) = (L{0))

(2) forn > 2. 
e): is obvious. 
f): For i < p - 2 we have {//,//(0} C {H,L(i)} = {/ / ( 0) , / / (0}+E^>/+2F{x,^/} + 

F{x, A} + £ f l^>/+ 2F{y,xY} +F{j , A} +{7*(o),r} + {//(O),0} +F{x,T} +F{*,0} + 
F{ _y, r } +F{ y, 0 } C span{ j t y | /+1 < r+s < 2p — 3}. To prove the reverse inclusion 
we consider an element xayb with a < p — 1 (b < p — 1 is treated similarly), a + b > 0. 
Then * V = ~(« + l ) - 1 ^ * ^ 1 / } € { / / , / / ( ^ _ D } . For / > /? - 2 one proceeds 
similarly. 

3) The mapping [/?] maps a basis of L(o) and H^ into L(0) and 7/(0), respectively, and 
therefore leaves each of these algebras invariant. • 

We need some information about subalgebras of suitable size. An analogue is well-
known for the restricted hamiltonian algebra of dimension/?2 — 2. 

PROPOSITION 1.3. l)lfgeH,gg H(0) then 

{#,//(!)} +H(i) = H(p). 

2)IfK denotes a subalgebra of H which satisfies H(\) C K + H(2), then 

//(i) CK + FA. 

3) 7/(0) is generated as an algebra by { x2, y2, x3, A}. 

4) L(0) is generated as an algebra by either of {x2,y2, JC3, F, 0 } or {x2,y2,y3, T, 0 } . 
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PROOF. 1) Write g = ax + (3y + h, h e //(o). The result follows from the ensuing 
computations mod//(i) 

{g,x3} = -3/3X2, {g,Jy} EE ax2 - 2f3xy, 

{g,j3} = 3ay2, {g,xy2} = 2axy-f3y2. 

2) Assume inductively, that //(i) C K + //(r) for some r > 1 and let xayb, a + b = r + 3, 
be an element of Hir+\ >. The induction hypothesis yields that there are elements (we treat 
the cases a — 0 or b = 0 simultaneously) 

axa~xy\ bxayb-\ x2y, xy2 G H{1) H K + H(r). 

Thus K + H(r+\) contains 

{ a x ^ 1 / ^ } = a((a - 1) - 2ft)*Y, 

{focY"1 ,*^} = b(2a -(b- \))xayb. 

If a = Othenb = r + 3 / 1 and clearly 0 < b < p. The second equation yields the result. 
If « ^ 0, Z? ^ 0, one of the factors is nonzero, provided p ^ 3 and (a, b) ^ (p — 1,/? — 1 ). 
Hence we obtain by induction H(\) C K + H{2P-4) = K + FA. 

3), 4) The algebra G generated by {x2,_y2,x3} contains 

{ x V } = 4xy, { x V } - 6x^, {x\y2} = 4xy2,{xy2,><2} = 2 7 \ 

Thus //(i) C //(0) C G + 7/(2) and part (2) yields H^) C G + FA. This proves 3). As 
{ T, 0 } = —A, the first case of 4) follows as well. The other case is treated similarly. • 

PROPOSITION 1.4. 

1) IfK is a subalgebra of H with dim/// K < 2, then K = H or K = //(0). 
2) IfK is a restricted subalgebra ofL and dimL/ K < 2, then K — L or K = L(o). 
3) If K is an ideal of L, then H C K or K = 0. In particular, L has no nontrivial 

p-ideal. 

PROOF. \)\ÏK C Hi0), the assumption dim H/ K < 2 = d i m / / / / / ^ yields K = 
//(0). Thus assume that K <f_ //(0). 

If//(0) C ^+// (i), we observe that//(o)///(i) = H^HK/ H{{)nK. SinceH{])/ H(2) and 
HI Z/(0) are irreducible //(0)/ //(i)-modules, having nonzero submodules //(i)D AT/ f/^jPl 
AT and Kj //(0)H Â , respectively, we obtain //(i) C K + H(2), H C K + H(Q). The first result 
yields in accordance with Proposition 1.3(2) that Z/(i) C AT + FA. The second result and 
the above assumption then gives H C K + FA. As { //(o), A} = 0, we obtain //J^j C AT, 
xy G AT, and x, y G K. Consequently, A = { x, y} G K and K = H. 

If//(D C AT+Z/(2), then (as we assume AT <f_ //(0)) Proposition 1.3(1) applies and yields 
//(0) C K + H(\). This is the former case. 
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Thus assume that//(i) £ K+H(2),H(o) çt K+H{X),'\.z. d\mH{V)/ (H^nK+H^) ^ 0, 
dim//(o)/ (H(0) H K + H^^O. Observe that 

J2 dimH(i)/(H(i)nK + H{i+])) 

= Y, dim(H)(i)+K)/(Hm)+K) = dimH/(H(2) + K) 
—l </< l 

= dim///K - dim(//(2) + K) jK = 2 - dimH(2)/Hi2)n K. 

The present assumption yields dim/// (K + H^)) — 0, H&) C K. Then 

//a) c {//,//(2)} +FA c {/:,/:} +{//(0),//(2)} +FK c /: + //(2), 

a contradiction. 
2) Let ix'.L^Lj K denote the canonical linear mapping. Then dim TT(H) < dimL/ K 

< 2 and therefore H H K = ker TT \ H is a subalgebra of / / of codimension < 2. By the 
preceding result the only possibilities are H H K — H or HP\ K = //(o). In the first case, 
H C K and as AT is a restricted algebra, it contains the p-envelope L of //. In the second 
case, HH K = //(0) has codimension 4 in L. Let ax + /3y + lT + 6Q + g, g G //(0) be an 
element in K. Then, as H is an ideal of L, 

{xy,ax + /3y + 7 r + £ 0 + £} = -a j t + /3y + {xy,g} G {/ /H/: ,^} CHHK = //(0), 

proving a = /3 = 0. Hence ZT C L(0), and as dimL/AT = dimL/L(o), this yields the 
result. 

3) If H H K = 0, then {//,#} C H H # = 0 and K centralizes //. This is possible in 
L only if K = 0. If H H £ ^ 0, then the simplicity of// yields / / C K. 

Under the assumption of K being a restricted nonzero ideal, it contains the/?-envelope 
L of //. Therefore L has no nontrivial restricted ideals. • 

2. Methods in representation theory. In this section we assume the ground field to 
be algebraically closed. The generalization to arbitrary fields can be done by an almost 
obvious procedure. 

Let G be an arbitrary Lie algebra and Gp a /^-envelope of G. Given any G-module M 
this representation can be extended to a representation of Gp ([SF-88], Theorem V.l.l). 
This extension, however, is in general not unique. 

PROPOSITION 2.1. Let G be a Lie algebra, p. G —» gl(M) a representation, Gp a 
p-envelope of G and p'\Gp —> gl(M) an extension of p. 

1) For any linear form A G (Gp)* such that A (G) = 0, p'+X id^ is also an extension 

of p. 
2) Let X'Gp —> gl(A/) be another extension of p. If M is G-irreducible, then there 

is X e (Gp)*, A (G) = 0, with p' - \ = X idM. 

PROOF. Note that (Gp)
(l) c G. 

1) As A (G^) = A (G) = 0, p' + A \dM is a representation and an extension of p. 
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2) As for all g G Gp, h G G, 

lp'(g) ~ X(8\p(h)] = [p'(g),p(h)] - [*(*), p(ft)] = [p'{gXp'{h)} - lx(g),xW\ 

= p'([g, h]) - X([g, h]) = p([g, h]) - p([g, h]) = 0, 

the irreducibility of M shows that p' — x is a linear mapping from Gp into FidM. • 
Let (G, [/?]) be a restricted Lie algebra and p: G —> gl(M) be an irreducible represen­

tation. According to ([SF-88], Theorem V.2.5) there is a linear form p G G* with 

p(gr-p(g[p]) = p(gridM. 

It is useful in this context to introduce the notion of a p-reduced universal enveloping 
algebra u(G, p). According to ([SF-88], Chapter V.3) p extends uniquely to an associative 
representation w(G, p) —> EndM. If, in addition, G(0) denotes a restricted subalgebra of 
G and MQ is a G(0)-submodule of M, then M is a homomorphic image of the induced 
module w(G, p) <g>M(G(0)̂ |G(0)) M0 ([SF-88], Theorem V.6.3). 

In many cases it is much more convenient to determine the modules for restricted al­
gebras rather than for arbitrary ones. We will here proceed in this way. Then there are two 
steps to make: first we determine some of the modules for a/?-envelope (Proposition 2.1 
explains that there is some degree of freedom) and then interpret this information on the 
Gp-module M as giving information on the G-module structure of M. 

PROPOSITION 2.2. Let H = H{2\ 1; 0(r)) and L = DerH denote the algebras 
described m § 1. p: H —> gl(M) denotes an irreducible representation. 

1) There is an extension of p to a representation pf: L —• gl(M) with character p, 
such that p(x) = p(y) = 0. 

2) The unique eigenvalue ofpf(xayb) is 

p(xayh) if2<a + b<2p-3, (a,b)^ (1,1), 

p(T)]/p if a =l,b = 0, 

p(G)]/p ifa = 0,b=l. 

The unique eigenvalue ofp'(A) is given by p(A). 

PROOF. 1) Let p' be any extension of p and p' the associated character. Define the 
linear form A on L by A (H) = 0, A (r) = p'(xf, A (0) = p'iyf. According to Proposi­
tion 2.1 x •= p' + A id^ is also an extension of p. The character p of \ is given by 

p{gf idM = x(gf ~ X(glp]) = {li'igy + Mgf -Ms™)} idM-

Observing that x^ = F.y^ = 0 , X(x) = A(y) = 0, this gives the result. 
2) For 2/7 - 3 > a + b > 2, (a, 6 ) ^ ( 1 , 1 ) we have ( A * / ) ^ 1 = 0. Thus p'{xayby = 

p(xaybyidM and therefore {p\xayb) - p(xayb)idM}p = 0. For (a,b) = (1,0) (and 
similarly for (a, b) = (0,1)) we obtain 

{p\x) - p(xfip idMy2 = {p'{xf - p(T) idMy = P'OY - p(ry idM - o. 
Observing that A[p] = 0 we get the final assertion. • 

Using information on the eigenvalues of a representation one gets a lower bound for 
the dimension of the representation by the following result. 
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THEOREM 2.3 [ S T - 7 7 ] . Let h, k be subalgebras of a Lie algebra G over an alge­

braically closed field K of characteristic p > 0, G = h + E I < K « Kei. Let MQ and Mh 

be finite dimensional G-, respectively h-modules, Mh h-irreducible, and M h C MQ. Let 

T denote the corresponding representation. Assume 

(1) k is an ideal of h 

(2) there exist fi,... ,fm G k (m < n) so that T([ei,fi]) is nilpotent if i ^ j and 

invertible ifi =j, 

(3) [ei9fj], [[ehfj],ei] <E h for all i J, I, 

(4) k + E/j K[ei,fj] generates a Lie subalgebra R such that T(g) is nilpotent for all 

ge[h,k] + [R,Rl 

Then dim M G > pm dimM/j. • 

This theorem is in particular useful if h defines a suitable filtration on G. 

THEOREM 2.4. Assume that G = G ( _ D D • • • D G(s) = 0 (s > 1) is a filtered Lie 

algebra, p:G —> gl(M) is a representation, and X G G*, such that p(g) — X(g)idM is 

nilpotent for all g G G(\y 

1) Let M(0) denote an irreducible G\oysubmodule. If 

(i) there is I > 2, such that [G(o>, G(/)] + [G(/_i), G(/_i)] C ker À, 

(ii) there are f\,... ,fm G G(/) and e\,...,em G G with X ([>/,//]) = Ofor all 

1 < / < j < m, and X ([ehf]) ^ 0, (1 < / < m), then 

dim M > pm dimM(O). 

2) Let M(i) denote an irreducible G\\ysubmodule. IfG~ G(0) and 

(i) there is / > 1, such that [G(i), G(/)] C ker A, 

(ii) there are f \ , . . . ,fm G GQ) and e\,... ,em G G with X ([et, fi]) — Ofor all 

1 < / < j < m, and X ([e^f]) ^ 0, (1 < i < m) then 

dimM > pm dimM(i). 

PROOF. 1) In Theorem 2.3 put h := G(o>, k := G(/>. We check the assumptions. 

(1) Clearly, k is an ideal of h. (2) [e^fi] G G(i) is nilpotent or invertible, depending on 

whether the eigenvalue X([ei,fi]) vanishes or not. Since the matrix A(|>/,^])i<i7<m is 

a triangular matrix, a suitable substitution of t h e ^ turns it into a diagonal matrix. (3) 

follows from the property of a filtration and the fact, that / > 2. (4) [h,k] + [R,R] C 

[G(0), G(/)l + [G( /_D, G(/_i)] C ker A. 

2) In Theorem 2.3 put h := G(i), fc := G(/) and argue as in 1). • 
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3. Commutation rules. For future reference we derive some rules for how ele­
ments in an associative algebra commute. Let A be an associative algebra and suppose 
that z, JCI , . . . , xn are elements of A. We use the multi-index notation JC* : = xj1 • • • x%, s < t 
if and only if st < tt for all /, Q = n (£) • We set for t = (t\,..., tn) 

{z,x-,t} := [.. .[z,xi]... 9xi],x2],... 9x2],.. .xn],xn]. 

if t > 0 and { z,x; 0} = z. We quote 

LEMMA 3.1 ([SF-88],(V.7.1)). Let z,x\,... ,xn be elements of an associative algebra 
A. Then 

* = E h^-'U^t}. 
0<t<s \s/ 

Let / / and L be the algebras defined in § 1 and p:L —> gl M a representation. 
Lemma 3.1 will be employed for A = End M. 

LEMMA 3.2. Assume that 0 < a,b,ij < p — I, 0 < a + b, and put 

g := (-îy^Cad^ad^^/) = K/,(*,)0;(U)}. 

Ufe obtain for g 
a) b> i> 0: 

0 a < < / 
( - î y t û î / C f l - y ) ! ] ! * ! / ^ - / ) ! ] ^ - ^ - ' " « > ; 

b) b= i: 

c) 0<b< i: 

(-l)b+l+j-aal b\(j - a)\xP-x+a-jyP-x a<j 
g = { (-l)balb\A a=j 

(-l)b[a\/(a-j)\]b\xfl-J a> j 

(-l)b+l+Jbljl(i- b)\x?-l-jyP-l+b-i a = 0 
0 a> 0. 

PROOF, a) / = 0: Since b > 0 we have {xayb, v} = axa~xyb and in general g — 
a\{...{yb,y},...,y} = 0 for a < j , g = a . . . (a + 1 — j)*?^^ for a > j . We now 
proceed by induction on /. For / > 0 one obtains in case a) b > 1 and then 

g =-{... {x^yb},x} ...,x},y] ...,y} = -b{.. .{xayb-\x} ...,x},y} ...,y}. 

The induction hypotheses yields the result. 
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b) If a > 0, induction on b yields directly 

g = (-l)bb\{...{xa,y},...,y}, 

j times 

while for a = 0 (observe that in this case b — i ^ 0) 

g = (-l)»b\{...{A,y},...,y}. 

j times 

For a > j only the first case occurs, which yields the result immediately. Assume that 
a < j - We obtain in both the cases a > 0 and a = 0 (as A = { x, y} ) 

g = (-l)bb\al{...{x,y},...,y}). 

(j—a+\) times 

This is the result for a — j . In case a < j 

g = (-l)ba\b\{...{A,y}...,y} 

(J—a) times 

= {-\)ba\b\[(p-\)...(p-\ - ( / • - « ) + i ) ] ( - ^ - l - < ^ , y - ' ) 

= ( _ l / + i + 0 - « ) a ! ^ ! ( / - _ f l ) ! ^ - i + « - y - i _ 

c) Consider the case a ^ 0. Then (adx) ' (y/) = è!(adx)'"''(^) = 0. So assume that 
a = 0. Then fc / 0 and/? - 1 - (i - fc) ^ 0. 

g = (- iy-1f t!{. . .{y, * } , . . . * },y},...,y} 

(i—b+l) times 7 times 

= (-l)bb\{...{A,x},...,x},y},...,y} 

(i—b) times _/ times 

= (-\)'b\[(p-i)...(p-i-(i-b)+i)] 

[(p- i ) . . . ( p - 1 -y+i ) ] ( -y- l -y- , - ( , "- w ) . 

PROPOSITION 3.3. L^ p: L —• gl(M) Z?£ « representation and assume that there is 
u G M with p(xlyi)u = Ofor all ij with 3 < / +7* < 2p — 3. 

P u t f o r 0 < r < Z ? < / ? - l , 0 < ^ < a < / ? - l , 3 < « + Z?<2/?-3 

g := ptf/MxYpiyYu. 

We obtain for g 
a)a > s + 3: g = 0 
b)<2 + £ > r + s + 3: g = 0 
c)« = s, fc = r + 2: g = (-\)ba\Jbl(l/2)p(y2)u 
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d)a = s+ 2, b = r: g = (-l)ba\b\(l/2)p(x2)u. 

PROOF. 1) According to Lemma 3.1 we have 

S = E ft ft Pixr'piyY-'pil • • •{*"/ ,*} ,...,x},y}...,y} )u. 

The assumption on u yields that all summands with / = j = 0 or (a — 7) + (b — i) > 3 
vanish. Thus only the following pairs (ij) yield a contribution to the sum: 

(/J) G { ( M ) , ( M - l ) , ( 6 , a - 2 ) , ( 6 - l , a ) , ( f e - l , a - l ) , ( f e - 2 , a ) } =: 5. 

The condition i < rj <s yields in the respective cases 
a) j + 3 < a : 5 = 0, 
b) 1 + j + 3 <a + b :S= 0, 
c) i<b-2:S= {(b-2,a)} = {(r , j)}, 
d ) y < £ i - 2 : 5 = { ( & , f l - 2 ) } = {(r,s)}. 

The computation of the respective summands is done by Lemma 3.2 (with the par­
ticular side condition, that b = / + 2, a = j in case c) and b = i, a = j + 2 in case 
d)). -

PROPOSITION 3.4. L^̂  p: L —• gl(M) be a representation and assume that there is 
u E M with p{xiy)u — Ofor all ij with 2 < i +j < 2p — 3, p(A)u — 0. 

i) 
p(A)p(Xy-1 p(yy-2u =-p(x)u 
p(A)p(Xy-2p(yr~iu = p(y)u 
p(A)p(xy-lp(yy-iu = 0. 

2) 
p(xy2)p(xYp(yyu = r{-2s + r- \)p(x)r-{piyfu 
p{x2y)p{x)rp(y)su = s(—2r + s— \)p(x)rp{yy~xu. 

3) Assume in addition, that (p(x)'p(y)ju) _ is a basis of M. If g G M satisfies 

p(xy2)g — 0 = p O ^ g , then g e Fu + Fp(x)u + Fp(y)u + Fp(xy~] p{yy~xu. 

PROOF. 1) a) Applying Lemma 3.1 we obtain 

p(K)p{xy-'p(yy-2u = 

J2^~1)(P~2)p(xy~]~ip(yy-2-Jp({...{l-xP-if-l,x}...,x},y,...y})u. 

The only nonvanishing summand occurs for the tuple (ij) = (p — 1,/? — 2), which then 
gives the result. Similar reasoning works for the second case of 1). In the third case we 
obtain 

g := p{K)p{xf-xp(yf-xu 
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The only nonvanishing summands occur for the tuples (i,j) 6 {(p— l,p — 2), (p — 2,p — 
1)}. We obtain 

g = -P(y)[-{p ~ l)!(p - l)!]pW" + (P - l)p(x)[-(-lf-2(p ~ l)\(p - l)!]p(y)« 

= -p(A)u = 0. 

2) g: = p(xy2)p(x)rp(y)su 

= £ ( •) ( ' ) P ( * r W r V ( { • • • {xy\x\ ... ,x} ,y,... y} )«*. 
0<j<s ^ ' * ' 

The only nonvanishing summands occur for the tuples (ij) G {(1,1), (2,0)}. Put a : = 
1, b := 2 in Lemma 3.2 to obtain 

^ = [ - 2 r 5 + r ( r - l ) ] p ( x r 1 p ( j ) ^ . 

We proceed similarly with p(x2,y)p(x)r piyfu. 

3) Write g — £ arsp(x)r piyfu. The assumptions yield that 

arsr(—2s + r — 1) = 0, o^(—2r + s — 1) = 0 for all r, s. 

Assume that ars ^ 0 for some (r,s) ^ (0,0). If s — 0, the first equation yields r = 1. 
Similarly, the assumption s ^ 0, r — 0 yields s = 1. Assume that r ^ 0, s ^ 0. Then 
—r + 2s = — 1, 2r — s — — 1. This system of linear equation has a unique solution, which 
then is r — p — l, s = p — 1. • 

PROPOSITION 3.5. Let p.L —• gl(M) be a representation and assume that there is 
u G M with p(xlyt)u = 0 for all ij with 3 < / +j < 2p — 3, pCy2)^ = 0, p{xy)u C Fw, 
p(A)w = 0. Then for 1 < r < p — 1 

^) p(y)rp(x)u = p(x)p(y)ru 
2) p(x)rp(y)u = p(y)p(x)ru 
3) p(y)p(xy-lp(yy-lu - p{xf-xp(yYu C Fp(y)u. 

PROOF. 

1) p(x)p(yYu-p(yYp(x)u= £ ( ' JpO0r_/p({ • • • {*,y} . . . , ?} )" 
l<Kr \ V 

= E (r)p(y)r-iP({...{A,y}...,y})u 
\<i<r \1/ > s, ' 

/—1 times 

= 0. 

2) is similar to 1). 
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3) p(y)P{xy-lp{yy-lu-p(xf-lp{yyu 

= £ {-\)ip(xf-x-ip{{...{y,x} ...,x})p(yf-]u 
1 <i<r 

c £ Fpixy-^piyr^Pi^-y^u 
I<V<P-I 

C F/JOOK. 

PROPOSITION 3.6. Le/ p:L^> gl(M) denote a representation, 1 < r < /? — 1. 

1) [p(Q),p(xY] = Ei</<r-C)('- D^W r "Wi 
2) tp(n,P(#] = Ei^c-iy- 'Qa- Dipr 'P^"') 
3) [p(y2),P(xY} = -2rp(Xy-lp(y) + r(r-l)p(xy-2p(A) 

- 2 E3<.-<T (;)(' - 2)! p(xr'p(^-y+1- ') 
4) [p(x1),p(yy] = Irpiyy-'pix) + r(r - \)p(yy-2p(A) 

~2n<i<r (;)(-iy"(i - 2)i p C y r ' X ^ ' - y - ' ) 
5) [pO^i.pUn = -3rp(xy-lp(y2)+3r(r- \)p{x)r-2p(y) 

- r(r - l)(r - 2)p(xr3p(A) + 6 E4<i<r G)(' " 3 ) ! P W ^ P ^ " 1 ^ 2 " ' ' ) 

6) [p(x3),p(jOr] = 3rp( Jr
1

/ 9(x 2)+3Kr-l) /90 ' ) ' - 2p(x)+Kr-l)(r-2)p(yr 3p(A) 

+ 6 E4</<r (•)(/ ~ 3>! P ( y r ' p ( ^ 2 _ y _ 1 ) 

PROOF. 1) We apply Lemma 3.2 putting a —0,b — p—l,i—l—ÏJ—0 

[p(e),pw']= £ rWr'p({..-{0.*}..-.*}) 
l</<r V / „ ' 

/ times 

= E ("W-'p({...{-/-\x}...,x}) 
!</</• W * ' 

/—1 times 

= E -(r\-\)l-][(p-\)\l(p-iy.}p(xy->p(y?>-i) 
\<l<r W 

= E -(r)«-wp(xrlp(?-'). 
\<l<r \ll 

2) is done by similar computations putting a — p — 1, fr = 0, / = 0, j = / — 1 in 
Lemma 3.2. 

3) 

[p(Ap(*n= E ( j p r ' p ( { - { / ^ } '})) 
\<l<r \1/ * v ' 

/ times 

= -2rp(xy-lp(y) + r(r-l)p(xy-2p(A) 

+ 2 E (r)p(Xy-lp({...{i-^f~i,x},...,x})) 
3<l<r \ V * v ' 

/—2 times 
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Apply Lemma 3.2 with a = b — p — 1, / = / — 2 J = 0 to obtain 

= -2rp(x)r-xp(y) + r(r- \)p{x)r-2p{h) 

+2 E f^(-i)/"2[(p-i)!/(p+i-0!]pwr-/P(-^-,y^,"/ 

3</<r W 

This is the result. 

4) 

l</<r \ L I * s/ ' 
/ times 

= 2rp(y)r-lp(x) + rir- \)p(y)r'2p(A) 

)• 

+ 2 E (r\p(yrlp{{...{\-J-xf-\y},..-,y})) 
3<l<r \1/ * „ ' 

1—2 times 

Apply Lemma 3.2 with a = b = p — 1, / = 0,y = / — 2 to obtain 

= 2rp(y)r-,p(*) + r ( r - l)p(#-2p(A) 

+ 2 E lr)[(p~i)i/(p+\-i)i]p(yy-lp(-^l-lf-]y 
3<l<r y/ 

5), 6) are done analogously. • 

4. Irreducible //-modules of dimension < p2. In this section we assume that the 
ground field F is algebraically closed and has characteristic p > 5. Let p : H —• gl(M) be 
an irreducible representation of dimension < p2 (in particular p{H)M ^ 0). We extend 
p to a representation of L = Der H with a character /i according to Proposition 2.2 such 
that p{x) = p{y) = 0 and denote this representation again by p. The first step in the 
determination of p is the successive construction of a one-dimensional submodule for 

LEMMA4.1. p{xayb) = 0for3 <a + b<2p-3. 

PROOF. Assume that the lemma is false. Then {i+j | 3 < i+j < 2p—3, p{xiyj) ^ 0} 
is nonempty and hence has a maximum k. Put b := max{y | j < k,p{xk~jy) ^ 0}, 
a :— k — b. This definition implies that, whenever 3 < / +j < 2p — 3, 

p{xlyl) = 0 if (/ +j > a + b) or (/ +j = a + b and y > b), 

and 

/x(*Y) ^ 0. 

Proposition2.2. (2) yields that p{xayb) is invertible, but p{xiyj) is nilpotent for {i+j > 
a + b)or {i +j = a + b andj > b). Put in Theorem 2.4( 1 ) G = H with the filtration (//(n)) 
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defined in § l,put/ = k— 1 > 2, and observe that H^ = spanj^y | 2 < i+j < 2p — 3} 
(Proposition 1.2.(2)). 

a) Consider the case, thata,b < /7- l .Put^! := y, e2 := x,fi :=xa+lyb,f2 : = ^ / + 1 . 
If Mo denotes an irreducible H(oysubmodule, then Theorem 2.4.(1) yields the estimate 

dim M > p2 dim Mo. 

As dimM < /?2, we obtain dimMo = 1. In particular, (H(0))(1) annihilates M0, which 
implies that p(H(\) D (//(0))(1)) = 0. This, however, contradicts our assumption, since 

*ye//(1)n//$. 
b) Consider the case a = p — 1 (the case £ = /? — 1 is similar). Then b<2p — 3 — a — 

p — 2. Let M0 denote an irreducible //(o>-submodule and put in Theorem 2.4.(1) e := JC, 
/ := xP~ly^+l, to obtain the upper bound 

dimMo <p. 

We now apply Theorem 2.4.(2) with G := //(o), ei := x2, £2 •= *y>/i : = xP~2yb+x, 
fi := J I ^ - 1 } ^ and obtain the contradiction dimMo > P2- • 

LEMMA 4.2. Let MQ be an irreducible H^y submodule of M. Then 
1) p(xayb)m = OforallmeMo, 3 <a + b< 2p - 3 

2) p(A)m = \i{N)m for all m G MQ 

Jj Mo is an irreducible module for Fx2 + Fxy + Fy2 = sl(2). 

PROOF. J : = span j j ^ / | 3 < a + fc < 2/? - 3} is an ideal of //(0) with 7/(i) (1 
(//(0))(1) = 7. Since/ C ker/x by (4.1), 7consists of nilpotenttransformations and hence 
acts nilpotently on Mo. The irreducibility of Mo yields that p(J)Mo = 0. As A centralizes 
H(Q), p(A)|Mo is contained in F i d ^ , the scalar given by the unique eigenvalue /i(A). 
Then Mo is an irreducible module for Fx2 + Fxy + Fy2. • 

LEMMA 4.3. 1) Every irreducible (//(0) + FT)-submodule Mo of M is H^-irreducible 
and satisfies p(T)m — p,(T)mfor all m G Mo. 

2) If /x(A) = 0, then every irreducible L^y submodule of M is H^-irreducible and 
satisfies p(T)m = [i(T)m, p(S)m = p(S)mforallm G Mo. 

PROOF. l)PutG := H(0)+LTJ := H{X)+FT. Gis a subalgebraofL and / is an ideal 
of G. Note that {GJ} C span{*V | 3 < a+b < 2/7-3} C 1(1 ker /1. Thus { G, /} is an 
ideal of G consisting of nilpotent transformations. Let Mo be an irreducible G-submodule 
of M. Then the ideal { G, /} annihilates Mo, which in turn means, that p(/)| Mo C F i d ^ . 
In particular, the choice of the extension of p to L yields p(T)\Mo = p(T)idM0 and 
therefore Mo is already irreducible as an //(O)-module. 

2) Put G := L(0), / := L(i>. In the present case { L(0), L(i>} C //(i) C ker /x. Now proceed 
as in 1). • 
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LEMMA 4.4. 1 ) Every irreducible H(oy submodule has dimension < 2. 
2) pix2) = 0, piy2) = 0. 
3) If every irreducible (//(0)+FT)-submodule has dimension 2, then each such mod­

ule is of the form Mo = Fu 0 Fp{x2)u} with 

p(y2)u = 0, p(x2)2u — 0, p(xy)u = w, 2p(x)u = p{y)p{x2)u. 

PROOF. 1), 2) Let MQ denote an irreducible //(O)-module. According to (4.2) it is an 
irreducible module for Fx2 + Fxy + Fy2. Take any vector u G Mo which is an eigenvector 
with respect to p(xy). The family 

(P(xYp(yyu)0^_3u (pixYpiyypi^u)^.^ 

has more than p2 elements and is therefore linearly dependent. There is a relation with 
not all coefficients vanishing 

£ aijP(xyp(yyu + £ Pijp(xyp(yyptf)u = 0. 
0<iJ<p-3 0<iJ<p-3 

Put 
& := max{ / +7 | 0 < ij < p — 3, <*// ^ 0 or /?# ^ 0} 

s := max{j | «*_,-,,• ^ 0 or f3k-jj ^ 0} , r := fc - 5. 

If k = 0 then w, pix2^ are linearly dependent. Since they correspond to different eigen­
values with respect to p(xy), this is only possible if ^(x2)^ = 0. 

If k > 0 then Proposition 3.3 yields 

0 = p(xT2/)( £ aijpixypiyyu* £ /^(jt/p^pC*2)"] 
v0<i j<p-3 0<iJ<p-3 J 

= (-l)r(s + 2)! r!(l/ 2)ar,,p(x2)w + (-l) r(s + 2)! r!(l/ 2)/3r,5p(x2)2
M. 

As p(x2)u and p(x2)2u correspond to different eigenvalues with respect to p(xy), we 
obtain a^pO^w = /3rsp(x2)2u — 0. By definition, one of the coefficients is nonzero, 
which is possible only if p(x2)2u — 0. 

Thus Mo is one-dimensional, or it is the two-dimensional irreducible sl(2)-module. In 
the latter case there is a basis (w, pix2)^) such that 

p(y2)u = 0, p(p?^u — 0, p(xy)u — u. 

This proves 1). Since pC*2), p(y2) act nilpotently on M0, the unique eigenvalue is ̂ (x2) = 
0 and /x(v2) = 0, respectively. This proves 2). 
3) Now assume that Mo denotes an irreducible (H(0)+FT)-module. According to Lemma 
4.3 it is irreducible as a //(O)-module and p(r)m = p(T)m for all m G Mo. Thus we can 
apply the results of 1) and obtain that either MQ is one-dimensional (which is impossible 
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under the present assumption) or is two-dimensional with a basis of the above form. It 
remains to prove that v := p(y)p{y?)u — 2p(x)u vanishes. 

Taking into account Lemma 4.2 we obtain 

p(x3)v = p({x\y})p(x2)u = 3p(x2)2u = 0, 

ptf)v = p({x2,y})p(x2)u + p(y)p(x2)2u-2p(x2)p(x)u = 0, 

p(y2)v = p(y)p({y2,x2})u-2p({y2,x})u = -4p(y)p(xy)u + 4p(y)u = 0. 

Similarly, one computes p(T)v = p(V)v and p(A)v = /x(A)v. Proposition 1.3.(3) 
implies that Fv is an (//(0) + FT)-submodule. Our present assumption yields v = 0. • 

LEMMA 4.5. /x(A) = 0. 

PROOF. Let M0 be a (//(o)+FT)-submodule and choose u G M0, such that piy2)u = 0. 
Consider the family 

(P(0)W/M)O<,.,<P_3 u ( p ^ w y ^ L , , ^ . 

This family contains more than p2 elements and therefore is linearly dependent. Thus 
there is a relation with not all coefficients vanishing 

£ aljPmp(yiu + £ 0ijP(eyp(yyp(x)u = 0. 
0<ij<p-3 0<iJ<p-3 

If not all of the (3tj vanish, the application of p(y2) (in combination with p(y2)u — 0) 
yields a nontrivial relation 

- 2 £ /3ijp(G)ip(yy+xu = 0. 
0<iJ<p-3 

Considering eigenvectors with respect to p (xy) we see in either case, that there is r < p—2 
and a relation 

£ lipiQipiyYu = 0, * < p - 3, 7 ^ 0. 
0<i<k 

Multiplying by p(yY~r (if r ^ 0) we end up with a relation 

Y, Stpieyu= o, k<p-29sk^o. 
0<i<k 

Choose k minimal and assume that p(A) ^ 0. Then 

0 = (p(0 - p(T) id) [ J2 SiP(eyu) 

= Y: si[p(nP(ey]u= £ tf1-p(e)''-,p(-A)« 

= -/i(A) £ i8iP(ey-lu. 
0<i<k 

The minimality of A: yields /: = 0, and u — 0, a contradiction. • 

We are now ready to prove the first main result, namely that L(o> has a one-dimensional 
submodule. 
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THEOREM 4.6. M contains a one-dimensional L^y submodule. 

The proof is done in several steps, deriving relations. Assume that the theorem is not 
true. 

STEP 1. There exists an irreducible two-dimensional L(0)-module Fu 0 Fp (x2 )u with 
pCy2)^ = 0, p(xy)u = w, p(x2)2u = 0, 2p(x)u = p(y)p(x2)u. 

PROOF. Every irreducible L(o)-module is H^y irreducible and (//(o)+FT)-irreducible 
(Lemma 4.3) and hence has dimension at most two. Apply Lemma 4.4. • 

STEP 2. p{xf-xp{x2)u = 0, p(T) = 0, p(xfu = 0, p(xf~x p(yf~3 p{x)u = 0. 

PROOF. 

p(x2)p(xf~x p(x2)u = p(xf~lp(x2)p(x2)u = 0, 

p(x3)p(xf~l p{^)u = p(jcy,~V(-^2)p(^3)" = o, 
p(X)p{xf-lp{j?)u = p(xf-lp(x2)p(T)u = p(T)p(xf-x pix2)^ 

Application of (3.6) yields 

ptf)p(xf-1 ptf)u = pixy-'p^piy^u + lpiyhpixf-'Mx2^ 

+ p(xf-l[p(y2),p(x2)]u 

= 2p(xf-2p(y)p(^)u + 2p(xr-3p(A)p(x2)u 

-2 £ ( - iy ( / -2) !p(^- 1 - I >(^" I y , + 1 " , ' )p (^) i i 
3<K/?- l 

— 4p(xy7_1p(x3;)w 

= 2p(xy7-2p(y)p(jc2)« - Ap(xf~xu = 0, 

P ( 0 ) P ( ^ - 1 P ( X 2 ) W - p(xr-lp(x2)p(e)u + ip(e\p(xy-l]p(x2)u 
+ p{xf-x[p(<d),p(x2)}u 

= p(e)p(xf~lp(x2)u 
- z (-lya-iy-Pixf-^pif-^pix2^ 

\<i<p-\ 

-2p(xf-lp(xf~l)u 

= p(e)p(xf-lp(x2)u -(p- 2)\p(y)p(x2)u 

+ (p-3)\p(x)p(y2)p(x2)u 

= p(e)p(xr-lp(x2)u + (p-3)\(2p(y)p(x2)u 

+ p(x)(-4p(xy)))w 

= ^(0)p(xr-1p(x2)«. 

According to (1.3) Fp{xf~x p(x2)u is a L(o)-module and hence has to vanish. Then 

pOXx2)*/ = p(Op(x2)w = p{xfp{j?)u = 0 
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and /i(r) = 0. Consequently, p(xfu = p(T)u = p,(T)u = 0. Finally we apply (3.5) to 
obtain 

p(xf-x piyf^ p(x)u = p(xfp(yf-\ = p(T)p(yf^u = [p{T), p(yf~^u = 0. . 

STEP 3. p(yf'lu = 0, M(O) = 0. 

PROOF. Similar to Step 2 we compute 

p(y2)p(yf-lu = 0,p(y3)p(yy-]u = 0,p(G)p(yy-xu = ^(Q)p{yf-'u, 

p(x2)p(yf-iu = piyf-'pix2^ - 2p(yf-2p{x)u + 2p(yf^p(k)u 

- 2 £ (i-2)\p{yy-x-ip(xP+x-y-x)u 
3<Kp-l 

= piyf'hpiyM^u - 2p(x)u] = 0, 

p{T)p{yf-xu = p(yy-xp(Du - £ (i - 1)! P O ^ ' P O O M 
\<i<p-\ 

= -(p- 3)! p{y)ptf)u - (p - 2)! p(x)u = 0. 

Hence Fp(yY~xu is a L(o)-submodule. So we obtain p(yY~~xu = 0 and 

H(&)u = p(Q)u = p(yfu = 0. • 

STEP4. p(xf~xp{yf-2u = Q. 

PROOF. 

p{y2)p{xf-xp{yf-2u = [p(y2),p(xf-x]p(yf~2u 

= 2p{xf-2p(yf-xu + 2p(xf-3p(A)p(yf-2u 

- 2 £ (~m-2y.p(xf-x-i
P(xP-xf+x-i)u 

3<;<p-i 

= 0, 

ptfMxy-'p(yf-2u = [p(y\p{xf-x]p(yr2u 

= 3p(xf-2p(y2)p(yy-2u 

+ 6p(xf^p(yy-xu + 6p(xy~4p(A)p(yy~2u 

+ 6 £ (-m-3y.p(Xy-x-ip{xp-xf+2-i)p(yy-2u 
4<i'<p-l 

= 0, 

p(Q)p{Xy-xp{yy-2u = [p(Q),p(xy-x]p(yy~2u 

= -(p-2)]p(yy-xu 

= 0, 

P(x2)p(Xy-x
 P(yy-2u = P(xr1p(3'r2pU2)M + p(xy-1[p(x2),p(>.f-2]« 

= pixy-'piyy^pix2^ - 4p(xy-'pO')p"3pW" 
= -2p(Xy-xp(yy^p(x)u = 0, 
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p(T)p(xr-x
P(yf-2u = p(xf-x[P(T),p{yr2]u + ̂ {T)p(xf-X p(yf-2u 

= p(xTx £ (-I)'"1 T . ){i-\)\p(yf-2-lp(xP-l)u 
\<i<p-2 \ l I 

+ v(r)p(Xy-]
P{yf'2u = (p-?>)\p{xf-xptf)u = o. • 

PROOF OF THEOREM 4.6. Under the assumption that M has no one-dimensional L(0)-

submodule, we derive under Step 4 

0 = pixfpiyf^u = p O > ( # - 2
W 

- E (-1)''"1 r ~ I <' " !>! P ^ ' W " ' ) " = (/> - 3)! p(*V 

Thus pi^u = 0, contradicting Step 1. • 

PROPOSITION 4.7. Lef M be an irreducible H-module of dimension < p2 and Fu a 

one-dimensional L(0) -submodule. 

1) d i m M e { l , / ? 2 - Up2} 

2) If dim M = p2, then { p(x)lp(yyu | 0 < ij < p — 1} is a basis ofM. 

3) If dim M = p2 — 1, then 

a) { p(x)lp(yyu | 0 < ij < p — l,i+j <2p — 3} is a basis of M 

b)p{xf-xp{yf-xu=-u 

c) ti(T) = n(G) = 0. 

PROOF. 1) Assume that the family (p(x)1 p(yyu)o<ij<p-ij+j<2p-3 is linearly depen­

dent. By multiplication (if necessary) we obtain a relation 

E aijp(x)lp(yyu = 0, <xp-ij,-2 ^ 0 or ap^2,P-\ ^ 0. 

Then Proposition 3.4 yields 

0 = p(A)J2otijp(x)lp(yyu = -ap-hp-2p(x)u + ap-24)-\P(y)u. 

Application of pO 2 ) and p(y2) yields p(jc)w = p(j)w = 0. Then Fu is a trivial //-module. 

Thus if dim M $ { l , / ? 2 } , then this family is a basis of M. This proves 1). 

2) follows from the fact that Eo<y</?-i Fp(x)lp(yyu is an //-submodule. 

3) The proof of 1) shows that in the present situation the family (p(x)lp(yyu) o<ij<p-\ 
i+j<2p-3 

is a basis of M. Thus 

p{xf-xp(yf-xu = £ otijpixypiyyu. 
0<i+j<2p-3 

Considering eigenvectors with respect to p(xy), we may assume that a,y = 0 for i ^ j . 

Thus 

p{xf'xp{yy-xu = £ aupixfpiyfu. 
0<i<p-2 
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Then 
£ aiiP(xy+lp(y)lu = p(xfp{yf-xu = p(T)p{yf-xu 

0<i<p-2 

= [p(T\p(yy-x]u + p(yy-xp{T)u 

= - £ ( /- l)!p(y)p"1" /p(^- /)Il + / i (^p(y) p" ," 
I</<P-I 

= -(p-2)\p(x)u + ^r)p(yf-xu. 

This shows that ait = 0 for / ^ 0, a00 = -(p - 2)! = - 1 , /x(D = 0. (3.5(3)) yields 

H{®)p{xf-Xu = p(xf-xp{yfu G p(y)p{xf-xp(yf-xu + Fp(y)u = Fp(y)ii. 

This is only possible if /x(0) = 0. • 

COROLLARY 4.8. Let Fu be the trivial L^-module. The L-module induced by Fu 
with character p = 0 has exactly two proper submodules, namely the trivial H-module 
M\ := F(p(xy~x p(yf~x <g> u + 1 <g> uj and M2 := Eo<i+; Fp(xyp(yy <g> w, w/nc/* w 
isomorphic to H as an L-module. Moreover, it decomposes 

M(L,O)0M(L(O),o)FM = M 1 e M 2 . 

PROOF. Put M := w(L,0) (g^z^o) ^w, and let f/ ^ 0 be a submodule. If there is a 
proper submodule with dim U $ { 1 ,/?2 — 1} then M/ £/ and U have only trivial factors 
in an //-composition series. As //(n) = H for all n, H would annihilate M, which is 
impossible. The same reasoning shows that every one-dimensional submodule would 
be maximal. Assume that U is a one-dimensional submodule, and IJJ:M —> Mj U the 
module homomorphism onto the irreducible module Mj U of dimension p2 — 1. The 
former proposition shows that ^(^p{xy~x p(yy~x^u) = ip(— l®w).ThusMi = ker^ = 
U. 

//, considered as an L-module, has the trivial L(o)-submodule FA and it is a restricted 
module. Thus there is a module homomorphism i/; : M —• //, with ^ ( 1 (g) u) — A. There­
fore M has a one-dimensional submodule. 

Since the character of M is /x = 0, M2 is a submodule of M of dimension p2 — 1, 
necessarily irreducible. Let £/ be any submodule of dimension p2 — 1. Then dimM/ U = 
1, hence p(H)M C £/. In particular, M2 C (7. 

Thus Mi, M2 are the unique submodules. Clearly M\ + M2 = M, and a dimension 
argument yields that M\ D M2 = 0. • 

The truncated polynomial ring A(2; 1) is a realization of this split induced module. 
We are now able to determine the irreducible modules completely. 

THEOREM 4.9. Let M be an irreducible H-module of dimension < p2 and Fu a one-
dimensional L(o>-submodule. Then M is one of the following 

1) M = H, the isomorphism is given by I/J (u) = A, 

i;(p(xyp(yyu) = (-ir'iljlxP-'-y-1-1 (1 < / + y < 2 / > - 3 ) 
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2) M = u(L, //) £*)M(L(0),M | ̂ o)) Fu, with some linear form p ^ 0. 

PROOF. M has a character p. Then M is the homomorphic image of the induced 
module u(L,p) C^z^^i^) Fu. If dimM = p2 — 1, Proposition 4.7 shows that p = 0. 
Then (4.8) yields that M = H. The isomorphism maps M onto A, which implies the 
asserted equation. 

Assume that dimM = p2. Then M is isomorphic to w(L, p) ^ ( L ^ Z ^ ) Fu. The irre-
ducibility of M in combination with (4.8) proves that / i / 0 . • 

REMARK. Let M be an //-module of dimension < p2. If M is not irreducible, then 
any factor of a composition series has dimension < p2 — 1. Proposition 4.7 proves that 
every such factor has dimension 1. As Z/(1) = //, M then is a trivial module. Thus every 
//-module of dimension < p2 is either trivial or isomorphic to H. 

In particular, the dual space H* is isomorphic to / / as an //-module. This result is also 
a natural consequence of Theorem 6.1 below. 

5. Reducible modules of dimension p2. Having determined the irreducible mod­
ules of dimension < p2, we now derive a complete list of the nonirreducible ones. We 
presuppose the same assumptions as in § 4. 

THEOREM 5.1. Let M he a reducible H-module of dimension < p2. Then M is one of 
the following 

1) M is trivial, p(H)M = 0 
2) M = H 0 FUQ is the direct sum of an irreducible (p2 — 1)-dimensional module 

and a one-dimensional trivial one 
3) M = H 0 F(aT + /?0) is indecomposible, nonirreducible 

4) The dual M* of M is of type 3). 

PROOF. Let M — M\ D • • • D Mt+\ = 0 be a composition series. According to our 
assumption t > 1 holds. 

a) If every factor of this composition series is trivial, then (as //(n) = H for all n > 
1) Mis trivial. If not all factors are trivial, then t = 2 and either M1/M2 is (p2 — 1)-
dimensional irreducible, M2 one-dimensional or M\ / M2 is one-dimensional and M2 is 
(p2 — l)-dimensional irreducible. If the module splits, we are in case 2). 

b) Consider the nonsplitcase withM2 (p2—l)-dimensional. According to Theorem 4.9 
M2 is module-isomorphic to //. Choose UQ $ M2 an eigenvector with respect to p(xy), 
necessarily of eigenvalue 0. Since M/M2 is trivial, p(y)uç> G M2 and 

p(y)uo= E a ^ / + 1 + a ^ _ 1 . 
0<a<p-2 

Put u\ := w0 + Eo<a</?-3 oca(a + l)~1jtfl+V+1 + a ^ A . Then p(y)wi = ajc^-1. Write 
P(x)ui := E o < ^ - 2 ^ ^ + 1 / + / 3 / - 1 . P ( 0 - p(jfy and p(0) - p(yf commute with 
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p(jc), p(y). They vanish on p(x)u\, p(y)u\. Thus p(x), p{y) vanish on (p(T) — p(xf}u\, 

(p(D — p{xf^u\ G H. This is only true if p(T)u\ = p(xfu\, p(<d)u\ = pCy^wi.Then 

p(0)Ml = p ^ m = p O ^ - 1 ^ " 1 ) = cr(ad;yy-V"1) = - a A 

p ( I> i = Plxfux = (adxf-1 f E j9 f l ^
+ y + i 8 / " 1 l = -iSA. 

VO<a</7-2 / 

Therefore 

-p(A)m = p(Dp(e)«i " p(6)p(I>i = -«(adx^CA) - /3(ad#(A) = 0, 

0 = p(A)iii = p{x)p(y)ux - p(y)p(x)u\ 

0<a<p-2 0<a<p-2 

hence (3a — 0 for all a and then p(x)u\ = / 3 / 7 - 1 . The actions of x and y on M determine 
the module structure completely, as x and y generate H as an algebra. Thus given a, f3 
the module is uniquely determined. Then it has to be the module H 0 F(—aT + /? 0). 

c) Consider the case that M2 is one-dimensional. The dual module has a submodule 
of codimension one and is therefore of the type we considered under b). • 

As a consequence of Theorems 4.9 and 5.1 the character of a module carries the fol­
lowing important information: 

COROLLARY 5.2. Let M be a nontrivial H-module of dimension < p2. 

1) M can be turned into an L-module with a character p G L*, p(H) = 0. 
2) The following are equivalent: 

a ) / i / 0 
b) JC or y act nonnilpotently on M 
c) dim M — p2,M irreducible. 

3) If /x ^ 0, then M ^ i*(L, /1) O ^ , , ^ ) F11. 

PROOF. 1) The assertion is clear if M is irreducible. If M is reducible (and nontrivial) 
it is one of the modules described in Theorem 5. l(2)-(4). These are restricted L-modules 
and hence carry the character p — 0. 

2) a)=»b): As p(H) = 0, p ^ 0, we have p(T) ^ 0 or /i(0) ^ 0. Observe that 

P(xf = pcry id, p(vF2 = p(eyi± 
b)=>c): M is none of the modules described in Theorem 4.9.(1) or Theorem 5.1. Thus 

it is irreducible of type (4.9.(2)). 
c)=»a): As above, M has to be of type (4.9.(2)). Hence p ^ 0. 
3) M has to be of type (4.9(2)). • 

COROLLARY 5.3. 1 ) The irreducible H-modules of dimension < p2 are parametrized 
by (Lj //)* via the character on L. 

2) Two modules H 0 F(aT + (3S), H 0 F(lT + £0) are isomorphic if and only if 
aè .= (3l. 
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3) The indecomposable, reducible, nontrivial H-modules of dimension p2 are 
parametrized by the union of two projective lines. 

PROOF. 1) obvious. 

2) Since the dimension of M is /?2, we have (a, /3 ) ^ (0,0). If aS = /? 7, and say 7 ^ 0 , 
t h e n / / e F ( a r + / 3 0 ) ^ / / 0 F 7 ( a r + ( a 5 / 7 ) e ) . 

Assume that ip:H(& F(a T + (3 0) —• H 0 F(7 r + 8 0) is an isomorphism. As there is 
exactly one submodule of dimension p2 — 1, namely p(H)M = H,X/J induces a module 
automorphism of H. FA is uniquely determined as the one-dimensional L(0)-submodule 
of H. Hence V> | H is just the multiplication with a nonzero scalar r , given by ip (A) = r A. 
Therefore ^({*,(*r +/30}) = r{ ;c , a r + /?0} = firf-1, t/K{v,ar + /?0}) = 
T{;y,ar + /?0} = - a r j ^ - 1 , proving that V(aT + /30) = r(orT + /30). On the other 
hand, there is cr ^ 0 such that x/j(aT + 0 0 ) - a(lT + 50) G //. Thus ret = <T7, 

3) As is proved under 2), the modules of type 3) of (5.1 ) are parametrized by a projective 
line. So two projective lines are needed to parametrize the modules of types 3) and 4). • 

The following corollary is needed for the solution of the classical case of the general­
ized Kostrikin-Shafarevic Conjecture ([St-2], Theorem 4.5). The quoted theorem gives 
a characterization of the simple classical Lie algebras over algebraically closed fields of 
characteristic p > 7 in terms of the one-sections with respect to an optimal torus in some 
/7-envelope of those algebras. 

COROLLARY 5.4. Let M be a nontrivial H-module of dimension < p2. Put M\ : = 
{meM\p(A)m = 0}. 

1) M\ is a L(O)-submodule, dim Mj M\ = 2. 
2) The eigenvalues ofxy on Mj M\ are ±1, both with multiplicity 1. 

PROOF. We use the classification of the modules in question. 
a) The result is clear for: M = Hy as in that case M\ — //(0), and for completely 

reducible modules H 0 F. Thus only the irreducible and the indecomposible reducible 
modules of dimension p2 remain to be considered. 

b) If M 9* H ® F{aT + p 0), then M{ = H(0) 0 F(oT + (3 0) . This proves the result 
in this case. 

c) Let M be the dual of U := H 0 F(oT + /? 0). Note that { A, U} = F ^ " 1 / " 2 + 
FxP~2yP~l is two-dimensional. A s / G Mi if and only if A./ = 0, i.e. if and only if 
/({A, U}) = 0, Mi has codimension 2 in M, and Mj M\ is represented by { A, U}*. 
Since xy has eigenvalues ±1 on { A, U}, it has eigenvalues —(±1) on the dual space. 

d) Let M be irreducible. Then there is a one-dimensional L(o>-submodule Fw, and 
{ p(x)lp(yyu | 0 < ij < p — 1} is a basis (Theorem 4.9). It is direct consequence of the 
commutation rules of § 3, that {p(x)lp(yyu | 0 < / +j < 2p — 4} C M\. (3.4) proves 
that p(A)p(xf-lp(yf-]u = 0. 

Clearly, M ^ Mi as ker p — 0. Then 1 < dim Mj M\ < 2 and the only possible 
eigenvalues ofxy on M/Mi are±l . Since M/Mi isamoduleforFj^+Fxy+Fy2 (= sl(2)) 
both eigenvalues have to occur, with multiplicity one. • 
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6. Extensions. We presuppose the same assumptions as in § 4. The fact, that the 
//-modules H and H* are isomorphic (which is established in Theorem 4.9), can be con­
sidered also a consequence of the following theorem. The result of this theorem has far 
reaching consequences in cohomology theory. 

THEOREM 6.1 [BL-58, THEOREM 7], H carries a nondegenerate invariant bilinear 
form. 

One can define a nondegenerate invariant bilinear form on H in the following way. 
The multiplication {, } on the truncated polynomial ring A(2; 1) turns this into a Lie 
algebra. The derived algebra is H which is an ideal of codimension 1. Define a linear 
form 

A:A(2 ;1 ) -*A(2 ;1 ) / / / ^F 

and a bilinear form, also denoted by À 

A : A(2; 1) x A(2; 1) - • A(2; \)/H^F 

A(jcY,jcY):=jK f lV+ 5+#. 

AS (Ub - va^+u+r-lylt+v+s-l A + (US _ y ryi+ii+r-y+v+5-l A = {jUyV^+rf+sy e R w e 

obtain the invariance of A 

A({jcY,jcf l/},jcV) + \(fy\{xuy\xrf}) = 0. 

Consequently, as an //-module, H* is canonically isomorphic to //. Let us look at this 
isomorphism in detail. It is given by i[) : g •—+ A (g, ?) and / / acts via (h • i^(g))(f) = 
-V> te)({ A,/} ) = "A (g, { h J} ) = \({h,g},/) = il){{Kg})(f).H has a basis { * V | 
0 < « + Z ? < 2 / ? - 3 } U { A } . Thus xP-xf-x = 1 - A = 1 mod (//), and therefore the 
dual basis with respect to A is given by 

(JKV)* = tf-a-iyp-b-i o<a + b<2p-3, A* = -A . 

THEOREM 6.2. ExtJ;(//)(//, F) ^ Extl
U(H)(F,H) = L// / . 7%^e Ext-grow/75 are two-

dimensional. 

PROOF. The above remark proves the existence of isomorphisms of the Ext-groups 
Ext\j(H)(H, F) = Extl

U(H)(H*,F*) = Extl
U(H)(F,H). Since the first one of these describes 

the extensions of F by //, Theorem 5.1.(3) shows, that this is given by Lj H. Lj H is 
two-dimensional. • 

We give bases of these three spaces and by this exhibit the isomorphisms. A basis of 
Lj H is represented by the residue classes of T and 0 . The elements of Ext{/(//)(F, H) = 
Hl(H, H) are represented by the extensions Har+pe := / / 0 F(aT + /3 0) (as they were 
described in Theorem 5.1 ). Y and 0 determine outer derivations, i.e. cocycles in C1 (//, //) 

fr,fe:H-+H,fr(g) := {gS},fe(g) := {^ , e} . 
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The associated elements span Ext{/(//)(F, H). The corresponding basis of Ext]
U(H)(H\ F) = 

Extl
U{H)(F,H*) = Hl(H,H*) is obtained by dualizing this. The isomorphism H —+ H* 

maps/Ks) • - A (fr(g\ ?) ̂  A ({ g, T}, ?). 
We obtain outer derivations 

fjQ:H^H\(fr(g))(h) := \({gS} ,h),(fe(g)(h) := \({g,e},h). 

The extensions of H by a one-dimensional module are given by the dual spaces 
(Har+pe)*. These can then be described by 

g-(h+61) := {g,h} +far+PQ(g)(h) = {g,h} + A ( { g , a r + /?0},/*)l. 

The determination of these extensions of the module H by a one-dimensional module 
also gives insight into the central extensions of the algebra H. We have to observe, that 
under this aspect one is no longer interested in the equivalence classes of extensions but 
in the algebra (!) isomorphism classes. 

THEOREM 6.3. Up to algebra isomorphisms there are exactly two central extensions 
of H by a one-dimensional center, namely 

1) the split extension H ® F 
2) the nonsplit extension (//r)* = H 0 Fw} given by 

{xayb+èw,xrys+8'w}T := {as - br)^'1 yb+s~l A +f(xayb,xrys)w, 

/(xV»*'Y) := s6a,oàr,oôb+s,P. 

PROOF. Let G be a nonsplit central extension, the multiplication denoted by [ , ]. 
Then G is an indecomposable //-module of dimension p2 with a one-dimensional sub-
module. Thus G = (Har+peT with suitable a, (3 G F (not both vanishing). In terms of 
the multiplication this and the above determination of these modules means that G = 
H®Fw, 

lg + 8w,h + 6'w] = {g,h} + A ( { g , a r + /3G},/z)w. 

Consider the linear automorphisms ip and ijj& (for all è £ F) of the vector space A{2; 1) 
given by 

¥>(*Y) := ( - l ) V y , ^ ( * Y ) := {x + 8y)ayb. 

We have <p{A) = A, ips(A) = A, and the chain rule easily proves that <p, ips are au­
tomorphisms of H. In addition, these mappings are automorphisms of the commutative 
truncated polynomial ring A(2; 1) and therefore are orthogonal transformations with re­
spect to the invariant bilinear form À, defined in Theorem 6.1. These mappings can be 
extended canonically to L (as L is a /^-envelope of H) by 

<p(T) := <p(x)W = 0 , p(0) := y>(y)w = - r , 
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We are not interested in the exact determination of i/̂  (O, but just mention that fa (O 
= x^] + èPyW +U6 = r + 6P® + U&, with some us G //. Thus by choosing a suitable 
automorphism p of L we obtain p(aT+/? 0) = 7 ( r + u) for some w G //, 7 7̂  0. Define 
p'.G^Gby p'(g + 6w) := p(g) + 7_16w. Then 

p'([g + 6w,h + ë'w]) = p({g,h}) + \({g,ar + (3Q},h)l-lw 

= p({g,/i}) + A({pte) ,p(ar + /3e)},p(/z))7-1w 

= {pte),p(A)}+A({pte),7(r + ii)},p(/i))7-1w 

= {pte),p(A)} + A({pte),r+ii},p(/i))w. 

Since we are only interested in isomorphisms classes, we may assume that the product 
[ , ] makes G an //-module determined by a cocycle/r+". Since this differs from/ r by 
a coboundary (determined by ip:H —• F, <p(g) := A(gw)), we may choose a different 
vector space decomposition G = V 0 Fw, and a vector space isomorphism a : G —> G, 
such that a(w) = w, <r(V) = / / and 

cr([vi +5w, V2 + <5/w]) = {cr(vi),a(v2)} + A ({o"(vi), r},<7(v2))w. 

Thus up to isomorphisms, the multiplication of G is given by 

[g + 6w,h + 6'w] = {g,h} +\({gS},h)w. 

To complete the proof, we have to compute A ({ g, F}, h). Put g = x"^0, /i = J ^ / . Then 
{ J C V , r l = - ^ ^ " 1 + V _ 1 and interpreting A ({ g, T}, /i) as an element of A(2; 1)/ H ^ 
F we obtain 

A({xY,r},*Y) = -^- l + a V" 1 + 5 + H - (^,o^o^,P)i +//. 

We now turn to a problem which had been left open in [St-89/3] and in this context 
allows a natural partial solution. 

PROPOSITION 6.4. 1) Let G be a central extension ofH, Le. Gj C{G) = //, and M 
any G-module. IfG^H C(G) acts nonnilpotently on M, then 

dimM^p^-1^2. 

2) Let G be a Lie algebra with Gj rad G = H, and M an irreducible G-module. Assume 
that [G, rad G] does not act nilpotently on M and dimM < p(1/2)(p ~2\ Then G has an 
ideal J with the properties 

a) f"l) acts nilpotently on M 
b) [G, J] does not act nilpotently on M. 

PROOF. 1) Decompose M = ©M,- into weight spaces with respect to C(G). Every 
Mi is a G-submodule. Let Ui C M, be an irreducible G-submodule with representation 
Pi'. G —• g\(Ui). Since Ui is irreducible, every JC G C(G) acts on Ui as a scalar multiple 
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of id^. Our assumption implies, that there is k G N and w G G(1) PI C(G), such that 
Pk(w) = id^. In particular, Gj ker p* is not abelian. Thus substituting (if necessary) M by 
Uk and G by G/ ker p* we may assume that M is faithful and irreducible. Consequently, 
C(G) — Fw is one-dimensional and p(w) = id. 

The structure of G is determined in Theorem 6.3. As G is not split, we have (up to iso­
morphism) [yh,/] = s6b+SyPw. Put K := £i</<p-i Fyl + Fw (the/^-dimensional Heisen-
berg algebra) and K^\) := £(p+i)/2<i<(p-i) ^V + Fw- ^0) *s ̂  ideal of K of codimension 
(p — 1)/ 2. p([y',/]) is invertible if and only if i +j = p. Thus Theorem 2.4.(2) applies 
and yields that dim M > pb-Vl1. 
2) We proceed by induction on dim G. If p(G) is solvable the result is well-known. Thus 
we may assume that M is a faithful module. Due to our assumptions rad G ^ C(G). 
Choose an ideal 7 minimal under the conditions 

a) C(G) C 7, 

b) C(G) ? 7, 

c) / 1 } C C(G). 

If C(G) = 0 then we are done. Otherwise C(G) is one-dimensional and is spanned by 
some element c with p(c) = idA/. In this case there is a skew-symmetric bilinear form 
// : 7 x J—* F given by [JC, V] = : \i(JC,y)c. It has the properties 

H(x,y) = -//(y,x), /x([g,x],y) + /i(x,[g,y]) = 0 for all*, y G7,£ G G. 

I := {g e 7|/z(g,y) = OVy G 7} is an abelian ideal of G. If / ^ C(G), then 7 = I is 
abelian and, as 7 is not central, [G, 7] ^ 0 and therefore does not act nilpotently on M. 
In this case we are done. 

Thus we assume / = C(G) and prove that this assumption leads to a contradiction. 
7 is a Heisenberg algebra. Choose a maximal totally isotropic subspace V C 7. V is 
an abelian ideal of 7 of codimension (1 / 2) dim 7/C(G) in 7. Note that for x,y G 7, 
p([x>y]) — M(X v) id. As in 1), Theorem 2.4 yields the estimate 

/ 7 ( i / 2 ) d i m y / c ( G ) < d i m M i 

As dimM < ^0/2X^-2) t h i s s h o w s t h a t d i m y / C ( G ) < ^ 2 _ 2 < ^ ~ D / 2 j / C ( G ) i s a 

G-module, and the minimality of 7 implies that it is irreducible. Let K : G —• gl(7/ C(G)) 
denote the representation. If K(G) is solvable then ([SF-88], Lemma V.8.1) proves that 
7 is abelian, J = I = C(G), a contradiction. If [G, rad G] acts nilpotently on 7/ C(G), 

then the irreducibility implies «([G,radG]) = 0, i.e. K, (radG) - C(/c(G)). The first 
part of this proposition yields that «(G)(1) D C(/c(G)) acts nilpotently, hence is 0. Then 
«(G) = /c(G)(1) 0 C(«(G)) splits and «(G)(1) ^ / / acts faithfully on 7/C(G). This 
contradicts the result on the dimension in combination with Theorem 4.9. By induction 
hypothesis applied to the algebra Gj 7 and the irreducible module 7/ C(G) there is an 
ideal AT of G such that [/^1}, 7] C C(G) and [G, K] acts nonnilpotently on 7/ C(G). Since 
/c(^0 is abelian and 7/ C(G) is irreducible, there is an eigenvalue function À G K*9 such 
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that K (g) — A (g) id acts nilpotently on J/ C(G) for all g G K. On the other hand, the above 
constructed bilinear form /x yields that 

\(gfli(x,y) = n((*dgf(x),y) = (-\fn(x,(*dgf(yj) = -X(gf)i(x,y) 

for all JC, y G / , g G K, and suitable r. 

Thus A (A) = 0. Then A ([G, K]) = 0 and [G, AH acts nilpotently on J/ C(G), a contra­
diction. • 

THEOREM 6.5. Let G be a Lie algebra with G/ radG = H. Assume that G has 
a faithful irreducible module M of dimension dim M < p2. Gp denotes a p-envelope 
of G, such that M is a faithful Gp-module. Then the following two mutually exclusive 
possibilities occur. 

1) radG = C(G) : G = H 0 C(G) is a split central extension. M is one of the 
modules of Theorem 4.9. 

2) [G,radG] acts not nilpotently on M : radG ^ C(G), (radGp)(1) = 0. There 
is a restricted subalgebra K of Gp of codimension 2 and containing rad Gp, a 
character /i, anda one-dimensional K-submodule Fu, s.t. M = u(Gp, ti)®U(K,ii\K) 
Fu. 

PROOF, a) Consider the case that [G, rad G] acts nilpotently on M: as M is faithful 
irreducible and [G, rad G] is an ideal, this vanishes and hence rad G — C(G). Proposi­
tion 6.4 shows that G(1) Pi C(G) = 0, i.e. G is a split central extension, G = / / 0 C(G). 
The irreducibility of M yields dim C(G) = 1. 

b) Consider the case that [G, rad G] does not act nilpotently on M: Proposition 6.4 
applies to G + rad Gp and yields the existence of an abelian ideal / Çt C(Gp). Clearly 
7 is an ideal of Gp. Let A denote the eigenvalue function on 7, i.e. p(g) — A(g)id is 
nilpotent for all g G J. Put K := {g G Gp \ A(fg, J]) — 0} . K is a restricted subalgebra 
containing J. Let M\ be an irreducible AT-submodule of M. Theorem 2.4 implies that 
dim M > pdxmGplK àxmMx. Consequently, dim Gpj K < 2 and dim Mx < P

2~^GP/K 

b\) If K + rad Gp ^ Gp, then (K D G + rad Gp)/ rad Gp is a subalgebra of H of codi­
mension at most 2 (and different from H). According to Proposition 1.4 this subalgebra is 
7/(0) and has codimension 2. As dim Gpj K < 2, this in turn means that K + rad Gp — K. 
Then dimM] = 1 and (radGp)(1) annihilates M\. As {m G M | p(g)m = 0 for all 
g G (radGp)(1)} is a submodule, it is all of M. The faithfulness of M yields that rad Gp 

is abelian. 
b2) If K + radGp - Gp, we put AT; := nK(n\ Observe that # 7 tf' H radG^ ^ 

nn>o(G^/ radG^)(n) = 7/ is simple. In combination with the fact that K'{X) = K\ this 
implies that K' C\ rad Gp is the unique maximal ideal of K', in particular K' H rad G^ = 
rad K'. K' acts on Gpj K, which is at most two-dimensional. Inductively, K' acts on every 
composition factor trivially. As K,{X) — K\ we obtain that [K\GP] C K, hence even 
[K\GP] C K' and AT; is an ideal of Gp. Again by induction we obtain, that K' annihi­
lates any composition factor of M\, hence Kf annihilates M\. As K' is an ideal of Gpj this 
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implies as above, that K' annihilates M, hence K' = 0 and K is solvable. But then G is 
solvable as well, a contradiction. • 

We finally give an example that the situation becomes much more complicated if the 
module M under consideration is not irreducible. 

Let À be the invariant form defined in the beginning of this section. U := ker À C 
A(2; 1) is an //-module isomorphic to //. Put G := H (B U the semidirect sum of H with 
the abelian ideal U,M = A(2; 1). For u G U and h G M let uh be the associative product 
in A(2; 1). Define a map p:G^ gl(A0 by 

p(g + u)h:= {g,h} +X(uh)l. 

As A({A(2; 1),A(2; 1)}) = 0 we obtain 

p(g\ + u\)p(g2 + u2)h - p(g2 + u2)p(gi + u\)h 

= {gu{82,h}} +\(ui{g2,h}) + \(\(u2h)ui) 

-{g2,{g\,h}} - \(u2{gi,h}) - \(\(uih)u2) 

= {{gug2},h} + \({g2,uxh}) - \({g2,ux}h) - \({guu2h}) 

+ X({guui}h) 

= {{gi>g2},h} +\({gi,u2}h)-\({g2,ui}h) 

= p({g\ + uug2 + u2})h. 

Therefore p is a representation of G of dimension/?2. This strange module M has the 
one-dimensional submodule F\, but M does not split, since every submodule contains 
F\. This representation has structural features completely different from those mentioned 
in the theorem. 

7. Tensor products. We presuppose the assumptions o/§ 4. For future applications 
in the classification theory of simple Lie algebras we are interested in the situation that 
a Lie algebra has a subalgebra G such that Gj rad G = //, and G-invariant subspaces 
U, V, W of dimension < /?2, such that [£/, V] C W. More specifically we consider in 
the beginning of this section the following setting: U9 V, W are induced L-modules of 
dimensionp2 with representations pi: L —> gl(U), p2: L —* gl(V), py.L —+ gl(W), char­
acters /i/ (/ =1 ,2 ,3) , and the respective one-dimensional L(0)-submodules Fw, Fv, Fw. 
<p : U C*D V —» W denotes an L-module homomorphism. 

LEMMA 7.1. 7/*g G W is annihilated by p3(x^), p^xy1), P3(y3) then there are a , /?, 7, 
6 G F with s — aw + 
either case ps(x2y)g = 0. 

PROOF. A basis of W is given by {p?>(x)ap?,(y)bw \ 0 < a,b < p — 1}. Put g = 
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Ho<ij<p-\ aijp3(x)ip3(yyw. Then by (3.6) and (3.5) 

0 = P3(x")g 

= Z)a(/P3W,"[P3(jC3),P3(y)/V 

= Y,aij3j(j - l)p3(xyp3(yy~2p3(x)w 

= Z>y3/( / - \)p3{xtxp3(yT2w 

= E 370'-lKp3W/+1p3(yy"2w 

+ E 3/(/ - l)<xp-ijP3(xfp3(yy-2w 

= E 3/(/-l)a,yP3W/+1P3(yy-2w 

+/i3(n x ; 37O' - i)ccP-up3(yy-2w. 

Consequently, 
ctij — 0 for / ^ p — 1, j > 2, 

/x3(r)a/7_lj = Ofory>2. 

Symmetrically, we obtain 

ctij = 0 for i > 2, j ^ p — 1, 

/x3(0)a,>_i = Oifi > 2 . 

Thus the only nonvanishing summands correspond to indices (ij) G {(0,0), (0,1), 
( l , 0 ) , ( l , l ) , ( / 7 - l , / 7 - l ) } 

Applying p3(xy2) we obtain by (3.4) 

0 = p3(xy2)g = £ aiji(-2j + i - l)p3(jc)/-1 p3(yïw. 

Hence ot\t\ — 0. This proves the first part. 
Under these conditions on the coefficients a similar computation yields p3(x

2y)g = 0. 
If //3(r) ^ 0 or /x3(0) ^ 0, then ap^p-X = 0. -

LEMMA7.2. 1) (f(p\(x)au<S) p2(y)sv) = Oforl <a,s<p-l, a + s <2p-4 

2) v(p\(y)au ® p2(xfv) = Ofor 1 <a,s<p-l,a + s<2p-4 

3) (f(pi(x)au <g> p2(x)sv) = Ofor I < a, s < p - I, a + s <2p-4 

4) v(p\(y)au <g> p2(y)sv) = Ofor l<a,s<p-l,a + s<2p-4. 

PROOF. We proceed by induction on a + s. 

a — s = 1 : as 

p3{xy2)ip(pi(x)u ® pi{x)v) 

= (f(pi(xy2)pi(x)u ® p2(x)v) + ip(p\(x)u (8) p2(xy2)p2(x)v) 

= v{[P\(xy2XP\(x)]u (8) Pi(x)v) +<p(pi(x)u <g> [p2(xy2), p2(x)]v) 

= 0, 
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(3.4) implies that (p(pi(x)u<S>p2(x)v) = aw+(3 p3(x)w+l p3(y)w+6 p3(xf~l p3(yf~lw 

for suitable a, (3,7, S. The eigenvalue with respect to p3(xy) associated with ip (pi (x)u 0 

Pi(x)v\ is —2, which is only possible if a = (3 =1=6=0. 

We treat the case (p (p\(y)u 0 Piiy)v) similarly. It is then a direct computation that the 

assumptions of Lemma 7.1 are satisfied by g :=* (p(p\(x)u 0 pi(y)2v). Thus 

0 = p3(x
2y)(p[pi(x)u 0 P2(y)2v) 

= (p(pi(x2y)pi(x)u 0 p2(y)2v) + (f(p\(x)u 0 p2(x2y)p2(yfv) 

= 2ip(p\(x)u® p2(y)v). 

The fourth equation of the assertion is derived analogously. 
a + s > 2: By symmetry we may assume that a > s > 1, a > 2. Note that our 

assumptions imply s < p — 1. Then the induction hypothesis yields 

P3(xy2)<p(pi(x)au 0 p2(y)sv) = a(a - \)<p(px(x)a-lu 0 p2(y)sv) = 0. 

Similarly, if s / 1, we obtain inductively 

P3(x2y)^(pi(x)au 0 p2(y)sv) = s(s - \)y{px(x)au 0 p2(y)s~xv) = 0. 

This equation however is also true for s = 1, since then the scalar factor vanishes. Due 
to Proposition 3.4 we obtain 

(p(pi(x)au®p2(y)sv) = aw + (3p3(x)w+'yp3(y)w^6p3(xf-lp3(yf~lw. 

Next (3.5) and the induction hypothesis yield 

P3(y2)v(pi(x)au®p2(y)sv) 

= v{pi(y2)P\(x)au ® Piiyfv) + ̂ {pxixfu 0 pi(y2)p2(y)sv) 

= -2a<p(pi(x)a-1 px(y)u 0 p2(y)sv) 

= -2aif(pl(y)pl(x)a-lu^ p2(y)sv) 

= -2ap3(y)<p(pi(x)a-lu 0 p2iy)sv) + 2a<p(pl(x)a-lu® p2(y)s+lv) 

= 2av(pi(x)a-lu®p2(y)s+lv), 

P3(x2)p3(y
2)ip(pi(x)au 0 p2(y)sv) 

= 2ap3(x
2)p(pl(x)a-lu® p2(y)s+lv) 

= 4a(s + l)ip(pi(x)a-lu 0 P2(y)sp2(x)v) 

= -4a(s + \)<p(px(xfu 0 p2(y)sv). 

On the other hand, the above result yields 

P3(x2)p3(y2)<f{p\{xfu 0 p2(y)sv) 

= P3(x2)p3(y2)(aw + f3p3(x)w + Ip3(y)w + 8p3(xy)~lp3(yf~lw) 

= P3(x2)(-2(3p3(y)w + 26p3(xf-2p3(yrw) = -4(3p3(x)w. 
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Hence a = 0, 7 = 0, S = 0, — 4a(s + l)/3 = —4/3. Considering eigenvectors with 
respect to P3(xy) we obtain 

-(3p3(x)w = p3(xy)^(piWa« 0 p2Cy)'v) = (J - a)(^(pi(x)fl
M ® p2Cv)"v), 

hence (5 — a)(3 = — /3. Thus if/3 ^ 0, then a = 5 + 1 = a -1, and a = 1 or a = p— l.The 
first case contradicts our choice of a, while in the second case s — p — 2, contradicting 
our assumption a + s < 2p — 4. Thus (3 = 0, proving the induction step in one case. 

Next we conclude 

0 = totf)s<p(px(xfu ® p2(y)sv) = 2*J! ¥>(pi(*)aii ® P2W5v). 

2) and 4) are just the symmetric statements. • 

LEMMA7.3. 1)Assume that0 < a+r, b+s < p-\, 1 < a+b, r+s, a+b+r+s < 2/7-4. 
Then v{p\(x)a

Pl(y)bu ® piOcYfniyYv) = 0. 

2) Assume that <p(pi(jc)w ® v) = 0 or <p{j)\(y)u ® v) = 0. TTien (/?(pi(x)api(j)^w ® 

v) = 0 w/ienever 0 < a, b <p — 1, 1 <a + b<2p — 4. 

PROOF. 1 ) If « and fr both are nonzero we may, proceeding by induction on a+6+r+s, 
shift JC to the right side of the expression. Thus we may assume that a = 0 or b — 0. 
Similarly, we obtain inductively s — 0 if a — 0 and r = 0 if b — 0. Lemma 7.2 yields 
the result. 

2)As(^(pi(>;)M®v) = -(l/2)LP(pl(y
2)pl(x)u®v) = -(1/2)p3(y

2)<f(pl(x)u ® v), 
<p(pi(je)M<g)v) = (l/2)(/?(p3(x

2)pi(jy)M®v) = (l/2)p3(x2)(/?(pi(j)w®v) the assumption 
implies that both of these elements vanish. This proves the assertion for a + b = 1. The 
general result follows easily by induction on a + fr, by shifting one of the factors on the 
left to the right and then using 1). • 

THEOREM 7.4. Let U, V, W be induced L-modules of dimension p2 or irreducible of 
dimension p2 — 1, with representations p\ : L —> gl(U), Pi'- L —+ gl(V), py.L—* gl( W), and 
characters \i[ (i — 1,2,3) with /x,-(//) = 0. Fu} Fv denote the respective one-dimensional 
L(0)-submodules of U and V. Assume that <p : £7® V —> W is an L-module homomorphism. 

1) (p(pi(x)api(y)bu ® p2iy)v) = 0 whenever 0<a<p-l, 0<b<p-2, 
l<a + b<2p-5. 

2) Ifn2 ± 0, then w(px(x)apx(y)bu ® v) = 0 whenever 0<a, b<p-l, 1 < 
a + b<2p-4. 

3) Iffii ^ 0, jz2 7̂  0, r/zen < (̂pi(Jc)flpiCy)ftM ® v) = 0 whenever 0 < a, b < p - \, 
0<a + b<2p-4. 

PROOF, a) Assume first that U, V, W are induced. 1) is a direct consequence of 
Lemma 7.3.(1). In order to prove 2) we assume that p,2(T) ¥" 0 ( t n e c a s e Pii®) 7̂  0 is 
similar). Lemma 7.2 yields 

/z2(r)v?(piCx)w®v) = ip(pi(x)u®p2(xfv) = 

p3(x)(f(pi(x)u ® P 2 ( ^ _ 1 v ) - (^(pi(x)2M ® p2(xf_ 1 v) = 0. 
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Hence (p(p\(x)u 0 v ) = O, and Lemma 7.3.(2) gives the result. 
3) Using the preceding result and Lemma 7.2 we obtain 

lii(T)(p(u ® v ) = ip(pi(xfu <g> v) = 

P3(x)<p{pi(xf~lu ® v) - ip(Pl(xf-lu ® p2(x)v) = 0, 

and similarly /xi(0)^(« (8) v) = 0. As p,\ ^ 0 this gives the result. 
b) If some of the U, V, W are not induced but irreducible, we observe that in either 

case U, V, W are direct summands of induced modules 0, V, W of dimension p2 ((4.9) 
and (4.8)). Thus U, V are homomorphic images of U and V, and W is a submodule of W. 
There is a pull back (p : Û ® V —• W of ^ . a) applies to <£ and gives the result. • 

Motivated by the classification of simple Lie algebras we finally consider the case 
that G is a Lie algebra with radical rad G ^ C(G), and U, V are faithful irreducible 
G-modules of dimension < p2, while W is any module of dimension < p2. We recall 
(Theorem 6.5) that U and V are induced by a subalgebra K of some /^-envelope Gp of 
G, which has codimension 2inGp. rad Gp is abelian. Let Fw, Fv be the one-dimensional 
A'-submodules of U and V, respectively, and [i\,\x2 the corresponding characters. 

THEOREM 7.5. Lef G = / / 0 rad G &e //*e semidirect sum of H and the radical ofG. 
Assume rad G ^ C(G). Lef U, V be faithful irreducible G-modules of dimension < p2 

and W an arbitrary G-module of dimension < p2. pi (i = 1,2,3) denote the respective 
representations. Then 

1) G := L 0 rad G carries naturally the structure of a restricted Lie algebra, such 
that G is a subalgebra and G is a p-envelope ofG. 

2) p((i = 1,2,3) can be extended to representations of G. These are faithful irre­
ducible with characters p,\, p,2 in case of p\, p2. Put K := L(o> + rad G. U and V 
are induced 

U *! u(G,m) ®U(KM\K) Fu 

V * U(G, fl2) toutf^K) FV. 

3) Let ip: U ® V —• W denote a G-module homomorphism. Then 

<p( £ Fpl(x)apl(y)bu®Fv)=0. 
\0<a+b<2p-4 ) 

PROOF. 1) Choose a /^-envelope (Gpj [p]') of G of minimal dimension, such that 
p\ extends to a faithful representation. Let H be the restricted subalgebra generated by 
H and [p]''. C(H) + rad G is invariant under G, and hence is an ideal of Gp. Therefore 
C{H) + rad G C rad Gp, which is abelian (6.5). In particular, 

[C(H), rad G] = 0, [rad G, rad G] = 0. 

As (L, [p]) is a minimal p-envelope of / / (and is centerless) there is an algebra isomor­
phism H *É L 0 C(H), such that gW - gM G C ( / /) for all g G # ([SF-88], II.5.8). 
Therefore 

lgw,f] = Ig™',/] = (adgW) for all * € # , / G rad G. 
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According to ([SF-88], II.2.5) L®rad G C Gp now is restrictable as well. The minimality 
of Gp shows that Gp = L 0 rad G = G. 

2) In the course of 1) we additionally proved that p\ can be extended to a faithful rep­
resentation of G. By symmetry the same holds for p2. Clearly, these representations are 
still irreducible. Since G is a/7-envelope of G, also p3 can be extended to p3: G —> gl(W). 

We apply Theorem 6.5. The subalgebra K mentioned there contains rad G and has codi-
mension 2 in G. Therefore K = rad G + K H L and ^ f l L has codimension 2 in L. Thus 
ÂTlL = L(0) and K — L(o> + rad G (for both, pi and p2 we obtain the same subalgebra). 
(6.5) shows that U and V have the asserted form. In particular, U and V are, considered 
just as L-modules, induced. 

3) a) Assume first, that W, considered an L-module, is induced by a one-dimensional L(o)-

submodule. Since U and V are also induced as L-modules, Lemma 7.3 applies proving 

that 

y(p\{x)u® p2(y)v) = 0. 

Recall the construction of K: there are eigenvalue functions Ai, A2 £ (rad G)*, such 
that K = {h e G | Aj([/i,radG]) = 0} (/ = 1,2). Choose/, g G rad G such that 
\i(\f,x]) = 1, \i(\f,y]) = 0, \2([g,x]) = 0, A2([g,y]) = 1. 

0 = (p3fe) - (Ai(g) + A2(g)) idw) ((p(pi(x)u <g> p2(y)v)) 

= <p(pl([£.*D" ® P2(j)v) + ^(piW« 0 P2([g,y])v) 

= Ai([g,x])(/?(w <g> P2(y)v) + ip(jpx{x)u ® v). 

Considering eigenvalues with respect to xy we obtain (p(pi(x)u 0 v) = 0 . The ap­
plication of ps(f) — (\\(f) + A2(/")) idyy now yields (̂ (w (8) v) = 0. Lemma 7.3 gives the 
result. 

b) If W is not induced but irreducible, it is a direct summand of an induced module 
W' (4.8). Then ip gives rise to an G-module homomorphism <p':U(&V —> W. a) applies 
and proves the assertion in this case. 

c) Let W have a one-dimensional trivial //-module Fc. If W/ Fc is irreducible we 
obtain (using b)) that 

if ( £ Fpi(x)a
Pl(y)bu ® Fv) C Fc. 

\0<a+b<2p-4 J 

If W is a trivial //-module we use induction on dim W to obtain the same conclusion. 
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Observe then, that 

Y> f E FPl(x)a
Pl(y)bu ® Fvl C </> f E Fpl(xy)pi(xfpl(y)bu ® Fvl 

Vl<a+Z;<2p-4 7 V0<a+fc<2/>-4 7 

• ^ f E Fpxtf^xTpxiyfu ® Fvl 
V0<a+£<2/7-4 / 

C p3(xy)^ f E Fpx(x)apx(y)bu ® Fvl 
Vo<fl+^<2p-4 y 

+ PsC*2 V f E Fpx(x)apx(y)bu ® Fvl 
V0<a+fc<2/>-4 

Cp3(xy)Fc + p3(Jt2)Fc = 0. 

This gives the result for (a, b) ^ (0,0). To prove (p(u ® v) = 0 we consider eigenvalues. 
Using the element/ determined above and observing that (p (pi(jt)w ® v) = 0 we obtain 

0 - (p3(f) - (Ai(0 + A2(ft) idw)^(piW« ® v) 

= ¥?(pi(l/»^])w®v) = <P(K®V). 

d) There is only one case left: W has a submodule of codimension 1. Then W = / / + 
F(aT + /? 0) for suitable a, /?. As in c) we conclude that 

if ( E Fpx(x)apx(y)bu ® Fvl C p3(xy)W + p3(*
2)W C H. 

\\<a+b<2p-3 J 

Observe that for all h G rad G the transformation p3{h) acts as a scalar multiple on the 
irreducible module //, p3(h) \ H— p3(h) idH. If A3 (A) ^ Ai(/i) + A2(/V) for some h G rad G 
then p3(h) - p3(h) id would act invertibly on H n <p(U <S> V), i.e. / / D <p(£/ ® V) = 0. 
Thus assume that A3(7z) = Ai(/Y) + A2(/i) for all /i G rad G. Choose/,/ ' G rad G such that 
Ai([/\*]) = 1, \x(\f,y]) = 0, A ^ ' , * ] ) - 0, \i(\f,y]) = 1. Then 

Vo<a+fc<2/> V0<a+fc<2p-4 7 

C (p3(f) - X3(f) id)J E Fpxixfpxiyfu ® Fvl 
Vl<a+fc<2p-3 y 

+ (p3(f) " A3(f') id)y> ( E Fpx{x)a
Pl(y)bu ® Fvl 

Vl<a+fc<2/?-3 y 

C (p3(0 - A3(f)id)// + (p3(f
/) - A3(f')id)// = 0. 
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