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Abstract

A ratio game approach to the generalized fractional programming problem is presented
and duality relations established. This approach suggests certain solution procedures for
solving fractional programs involving several ratios in the objective function.

1. Introduction

Duality in fractional programming has been studied extensively (see for example
[14], [15]) but mostly it has been confined to the optimization of a single ratio.
Recently, some duality results have been obtained for fractional programs involv-
ing several ratios, notably by Crouzeix [3], Crouzeix, Ferland and Schaible [4] and
Jagannathan and Schaible [10]. The basic approach in [3] and [4] has been to use
the quasiconvex duality theory of [3], while in [10] duality results were obtained
using Farkas’s Lemma. Many applications of duality of generalized fractional
programming have been given in [4], which also includes results like the com-
plementarity slackness theorem for generalized linear fractional programming,.

In this paper, we study duality for such nonconvex programs by a different
approach, based on ratio games [16]. The use of ratio games in generalized
fractional programming is very natural, since both of them have their origin in
von Neumann’s model [19] of an expanding economy. This approach is not only
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{21 Generalized fractional programming 17

simple but also promising from an algorithmic point of view. We treat the linear
case of such problems in section 2, while the nonlinear (convex) case is discussed
in section 3. Some remarks about algorithmic aspects of such problems are
included in section 4.

2. The linear case

Consider the generalized linear fractional programming problem:

(P): Min Max {[( Y ax, / [(é b,x, +B,]},

x€EX 1l<sigp J=1
where X = {x € R": x>0, Cx <y}, C being an (m X n) matrix and y an
m-dimensional vector. Also 4 = [a,] and B = [b, ,] are (p X n) matrices, a =
(ag, @3,...,a,)"and B = (B, B,,...,B,)" are vectors in R”. The symbol (x, y)
denotes the scalar product of vectors x, y € R".

We shall assume the following for program (P):

(H1) X is nonempty.

(H2) (Bx + B) > Oforall x € X.

(H3) X is compact.

Assumptions (H1) and (H2) are the same as those in [4] and [10}. The
additional assumption (H3) is made to facilitate the use of ratio games. Also this
assumption will be relevant if we wish to study the algorithmic aspects of the
generalized fractional program (P).

+ a;

2.1. A ratio game framework: motivation and formulation

For all x € X, let p(x) be defined by

p(x) = ll\élz(p {[( Zn: a,jxj) + a,}/[( i_", b, x, |+ B,].

Then program (P) can equivalently be expressed as the following program (EP)
for the variables x and A:
(EP): Minimize A subject to

j=1
The program (EP) is, in general, nonconvex.

+B,.]<>\, x € X.

Let us now take a special case of (P) which motivates a game-theoretic
approach. Let a; =0, B, =1 for all i and b,, = 0 for all i and j. Program (P)
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then reduces to a generalized linear program, namely

Min Max (Z a,x /)’

xeX 1<gisp

and (EP) becomes a linear program. Now, by taking
X = {xER":x>O, Yy xj=1},
J=1

we observe that (EP) becomes the linear program for the minimizing player in the
matrix game y’Ax, x € X, y€ Y, where Y=(y€R” y>0, L2, y,=1).
Here Y denotes the set of mixed strategies for Player I, and X denotes the set of
mixed strategies for Player II. It is simple to observe that this analogy between
generalized linear programming and matrix game theory remains valid even for
the case when X is a compact convex subset of R”, and «, are not necessarily
zero for all i. Thus, solving a generalized linear program can be considered as
solving a matrix game for Player II where the minimizing player, Player II,
chooses his strategies x from a compact convex subset X C R”, and the maximiz-
ing player, Player I, chooses his strategies from the set of mixed strategies
Y={y€RP y>0XF, y =1}. Such a game will have a solution, in view of
the general minimax theorems (Fan [7], Karlin [11]).

We now wish to show that an analogy, similar to the above, exists between
generalized linear fractional programming and (zero-sum) ratio game theory. For
this, we take Y as before, and consider the ratio game K(y, x) = P(y, x)/Q(y, x)
where

P(y,x)=y"Ax + y'a, (1)
Q(y,x) =y"Bx + y'B. (2)
Note that, in view of (H2), Q(y,x) > Oforall y € Y and x € X. Also, this ratio

game will have a solution (see von Neumann [19], Lommis [12] and Shapley [17]).
Now we have the following Lemmas:

LEMMA 1. Let x € X be arbitrary but fixed; let K(y,x)= P(y,x)/Q(y, x).
Then Max , oy K(y, x) = p(x).
: b,jxj) + B,l}

PROOF. For v > p(x), x € X,and y € Y,

M=

P(y,x) —vQ(y,x) < Max {( §1 a,.jxj)+a,—v[(

1<isp

J
= 0 when v = p(x).
The result follows since Q( y, x) > 0.
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LeMMA 2. (Schroeder [16]). A necessary and sufficient condition for © to be the
value of the ratio game K(y, x) and y, X optimal strategies is that the two person,
zero sum game with payoff function P(y, x) — 0Q(y, x) has value zero and optimal
strategies y, X

Here, it is to be noted that the ratio game K( y, x) is slightly more general than
Schroeder’s ratio game [16] but essentially the same proof holds for Lemma 2.

LEMMA 3. Let X be an optimal solution of (P) with the optimal value 0. Then ¥ is
the value of the ratio game K(y, x) and X is an optimal strategy for Player I1I and
conversely.

PRrOOF. The proof follows because of Lemma 1 and the equivalence between (P)
and (EP).

Lemma 2 is related to the parametric optimization method of [6] and [8].
However, in [6} and [8] there is only one ratio in the objective function. As is
shown here, the ratio game treated in [16] is equivalent to the generalized
fractional programming problem of {3}, [4] and [10], namely (P); see also [1] and
[5]). Lemmas 1 and 3 also follow from

Max xTAy/xTBy = Max [Za x/E b, jl,

l<igp

since the maximum of a quasiconvex ratio is reached at an extreme point.
In view of the above Lemmas, solving the generalized fractional program (P) is
equivalent to solving the ratio game K(y, x) for Player II and this can be
achieved in a sequential fashion by solving the game P(y, x) — vQ(y, x). We

shall exploit these Lemmas to study the duality and algorithmic aspects of the
generalized fractional program (P).

2.2. Construction of dual

For v € R, consider the game P(y, x) — vQ(y, x). If we want to solve the
game for Player II then the following linear programming problem is to be

solved:
(LP),:  Minimize ¢ (3)
subject to
Zl (al/_vbij)xj+(a1_vﬂi)<q1 (i=1,2,---,P): (4)
)=
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Cx <y, (5)

x=0. (6)

The optimal solution of (LP), will give the value of the game P(y, x) — vQ(y, x)
and the optimal strategy for Player II with regard to this game. As soon as we are
able to choose that v (say 0) for which (LP); has the minimum value zero, both
the generalized fractional program (P) and the ratio game K(y, x) for Player II

are solved.
Let us now write the dual D(LP), of (LP),:
D(LP),: Maximize (u, a) — v{u, B) — (w,v) (7)
subject to

<u,a,j> - v(u,b.) +<w,c.j> >0,(j=1,2,...,n) (8)
(u,e)=1, (9)
u=0, (10)
w > 0. (11)
Here a.,, b_j and ¢, (J=1,2,...,n) denote the jth column of 4, B and C
respectively, e” = (1,1,...,1) and u € R?, w € R™ are dual variables. Also, in

view of (9) and (10), u # 0.
For v = 7, the minimum value of (LP); is zero and so there exist #, w optimal
to D(LP); such that
(#,a) - 5(@,B) = (w,v) = 0.
Further, assuming that 8 > 0 and B > O (these assumptions are made tempor-
arily to get some motivation for the dual (D) of (P) and will be dropped later for

proving the duality results) we observe that for any v < v, these u and w will
remain feasible to D(LP), and

[(#,a) ~ (@, B) = (%, 7)] > 0. (12)
Therefore the desired 7 is the supremum of those v for which (12) holds. This
suggests the following dual (D) to the generalized fractional program (P):

Dual (D):
Maximize v subject to
(u,a) = v{u, B) = (w,v) > 0, (13)
<u,a,l>—v(u,b,j>+<w,c,l>20, (j=1,2,...,n) (14)
u>0,w>0, (15)
u+0, (16)
vE R, ue R, we R™. (17)
We prove the basic duality results between primal (P) and dual (D) in the next
section.
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2.3. Duality

THEOREM 1 (Weak Duality Theorem). Let (x,A) be feasible to (P) and
(u, v,w) be feasible to (D). Then

v <A (18)
Further, if equality holds at (18) then (x,\) and (u,v,w) are optimal for the

respective problems.

PrOOF. Multiplying (14) by x, > 0 and summing over j, then adding to (13),
we get

M~

ui[ i (ai/ - Ublj)x_[ +((X, - UB:)] + i wk[ i ijxj - Yk:l = 0(19)
Jj=1 J=1

1 k=1

i

Now, if possible, let A < v. Then because of the constraints of (EP),

[Z (a,, — vb,)x, +(a, - v,B,)] <Oforalli=1,2,...,p. (20)

J=1

Also u # 0 by (16) and hence the first term on the left hand side of (19) is strictly
negative ( < 0). Further w > 0 and Cx < y and hence the second term on the left
hand side of (19) is nonpositive (< 0). Thus the left hand side of (19) is strictly
negative ( < 0) and hence a contradiction to (19). Therefore A > v.

The other part of the theorem is immediate.

THEOREM 2 (Duality Theorem). Let X, 0 (respectively) be the optimal solution
and the optimal value of the generalized fractional program (P). Then there exist u
and w such that (u, 0,w) is optimal to (D) with ¥ as its optimal value.

Conversely, let (u,0,w) be optimal to (D) with optimal value 0, then there exists
X € X such that X is optimal to ( P) with the optimal value .

PROOF. X, U (respectively) are the optimal solution and the optimal value of the
generalized fractional program ( P).

= D is the value of the ratio game K(y, x) and X is an optimal strategy for
Player II.

= The matrix game P(y,x)— 0Q(y,x) has the value zero and X is an
optimal strategy for Player II with regard to this game (by Lemma 2).

= (LP); has optimal solution at (X, 0) with minimum value zero.

= There exist (i, w) feasible to D(LP); such that

(#,@) — 0u,B) — (w,y) =0.

= (u, D, w) is optimal to (D) with the optimal value & (by Theorem 1).
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Conversely let (i, 0, w) be optimal for (D) with the optimal value 0. We want
to show that there exists X € X such that X is optimal to (P) with the optimal
value ¥ (i.e. (X, D) is optimal to (EP) with the optimal value 0). Note that the
existence of (x*, v*), optimal to (EP), is guaranteed by the minimax theorem of
ratio games (von Neumann [19], Lommis [12] and Shapley {17]). Therefore it
suffices to prove that v* = 7, because then X will be the optimal solution of
(LP);. Now by the first part of the theorem, the optimality of (x*, v*) to (EP)
implies the existence of u* and w* such that (u*, v*,w*) is optimal to (D) with
the optimal value v*. But then, § and v* both become optimal values of (D) and
hence v* = b.

2.4. Remarks

REMARK 1. It is interesting to observe that the linear programs (LP), and
D(LP), also occur in [4] but for a different purpose. The basic dual in [4] has
been obtained by using the quasiconvex duality of [3} and these linear programs
are used to express this basic dual in a more useful form. In our work, the
programs (LP), and D(LP), occur very naturally by the ratio game theory and
we construct the dual (D) by using these programs.

REMARK 2. The motivation for writing the dual (D) from D(LP), is exactly
the same as in the fractional programming duality [9] where results of Dinkelbach
[6] or Jagannathan [8] are used to write the fractional dual.

REMARK 3. The dual and duality relations are established here using linear
programming duality and the minimax theorem in game theory. The same dual
was obtained in [10] using Farkas’s Lemma, which is essentially equivalent to
linear programming duality. The present approach, from the ratio game, moti-
vates the form of the dual.

3. The nonlinear case

Consider the following generalized nonlinear fractional program:
(NP) Min Max [f(x)/g(x)]
xeX l<igp

where X = {x: h,(x)<0, k=1,2,...,r} and f, g, and h, are real valued
continuous functions.
We shall assume the following for program (NP):
(A1) f,, h, and —g, are continuous convex functions for each i and k.
(A2) gi(x) > O for all i and for all x € X.
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(A3) If g, is not affine then f,(x) > 0 forall x € X.
(A4) X is nonempty and compact.

Now as in the linear case, we consider the nonlinear ratio game J(y, x) =
[F(y,x)/G(y,x)}, x € X, y € Y, where

F(y,x)= Z yf(x); G(y,x) = ): 7,8,(x)

i=1

and
I
Y= {y:y;O, Zy,=1}.
=1
The following results are true for the ratio game J( y, x):

THEOREM 3. Under the assumptions (Al) to (A4)

Min Max J(y, x) = Max Min J(y, x).
x€EX yeyY yevtY xeX

PrROOF. The proof follows from Sion’s Theorem [18] by observing that X and Y
are compact convex sets and under the assumptions (Al) to (A4), J(p,-) is
pseudoconvex and J(-, x) is pseudoconcave. Alternatively, the proof based on a
fixed point theorem (Karlin {11]) can be modified for this special case of
fractional functions.

THEOREM 4. A necessary and sufficient condition for b to be the value of the
nonlinear ratio game J(y, x) with 9, X as optimal strategies is that the two person
zero sum game F(y, x) — 0G(y, x) has value zero and optimal strategies y, %

PrOOF. The proof follows on the lines of Schroeder [16] by observing that
G(y,x)>0forall x€ Xand y € Y.

LEMMA 4. Let X be an optimal solution of (NP) with the optimal value 5. Then U
is the value of the ratio game J( y, x) and X is an optimal strategy for Player Il and
conversely.

Now following exactly as in the linear case, we have the following convex
program (CP), (in place of (LP),) for a given v € R:
(cp),: Minimize s subject to

f,(x)—vgi(x)<5‘, i=1,2,...,p
h(x)<0, k=1,2,...,r.
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The dual (ND) of the primal (NP) will depnd upon the dual D(CP), of the
convex program (CP),,. Since there could be many ways of writing D(CP),, the
dual (ND) will not be unique. By taking the Lagrangian dual of (CP), and
following techniques similar to the linear case, we get (ND) in the form of [3] and
[10]. However, if we assume that the functions f,, g,, h, are differentiable and
program (CP), satisfies an appropriate constraint qualification (Craven [2],
Mangasarian {13]), then D(CP),can be taken as the following Wolfe dual:

p r
D(CP),: Maximize Y. u,[f,(x) = vg,(x)] + X weh,(x)
=1 k=1
subject to
14 4 r
Z ulvfl(x) -0 Z uIVgl(x) + Z wkvhk(x) = 0’
=1 i=1 k=1
u>=0,w>0,
u+0.

Now as in the linear case, we define the following problem ( ND) as the dual of
the primal (P):

Dual (ND): Maximize v subject to
P

14 r
X ouf(x)-v) ug(x)+ L whi(x)>0,
=1 k=1

=1

P p r
Y uvf(x)-vY uvg(x)+ ¥ wyvh(x)=0,
i=1 =1 k=1
u>=>0,w>0,
u+0.

Duality results similar to Theorem 1 (Weak Duality) and Theorem 2 (Strong
and Converse Duality) hold between (NP) and (ND). The proofs are not given
here as they follow exactly on the lines of the linear case. It is simple to observe
that in case f,, g,, h, are affine and x > 0 is explicitly present in the set X, the
dual (ND) reduces to the linear case dual i.e. dual (D).

4. Algorithmic aspects

The equivalence between generalized fractional programming and ratio game
theory immediately opens various possibilities of developing solution procedures
for problems of type (P) and (NP).
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In the linear case, we can simply translate Schroeder’s computational procedure
for ratio games [16] and get an algorithm for solving (P). This involves solving
(LP), for a sequence of parameters v until a zero value is obtained. The basic
tools used in [16] are the Simplex Method and certain linear programming
perturbation results which give the variation in the optimal value of (LP), that
results from a perturbation in v. A related approach (without proof of con-
vergence) for the linear case was given in [1], and both linear and nonlinear
results were given in [5]. For the nonlinear case, we can hope to follow a similar
procedure, provided we have certain convex programming perturbation results for
(CP),which also help in demonstrating the convergence of such a procedure. We
shall explore these aspects more fully in subsequent work.
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