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A CLASSIFICATION OF 2-VARIETIES 

TIM ANDERSON AND ERWIN KLEINFELD 

1. I n t r o d u c t i o n . The purpose of this paper is to give a classification of those 
varieties 7 ^ F of power-associative algebras over a field F which satisfy the con­
dition 

(1.1) For each A mi^F and each ideal / of A, P is an ideal of A. 

Such varieties have been called 2-varieties by Zwier [17]. I t is well-known tha t 
the varieties of associative, a l ternat ive and Lie algebras have proper ty (1.1), 
as do the (7, <5) algebras of Albert [1]. Moreover it has been shown in [3] t ha t 
condition (1.1) is equivalent to the requirement t ha t all algebras mi^ F satisfy 
a pair of identities of the following type: 

(1.2) (XiX2)x3 = ai{XzXi)X2 + a2(XiXz)x2 + Ct3X2(XzX1) + a4X2(XiX3) 

+ a5(xzx2)xi + a6(x2x3)xi + a7Xi(x3x2) + a8Xi(x2x3). 

(1.3) x3(xix2) = /5i(x3Xi)x2 + /32(xiX3)x2 + /33x2(x3Xi) + /34x2(xiX3) 

+ 05(x3x2)xi + /36(x2x3)xi + /37Xi(x3x2) + /38Xi(x2x3). 

The as and /3's are assumed to be in F. 
In 1949 Albert [1] gave a classification of those 2-varieties "V F which satisfy 

the further condition 

(1.4) There exists in 'V F a non-commutat ive algebra with identi ty. 

By complicated arguments involving the notion of quasi-equivalence, Albert 
showed tha t the principal algebras of this type were the (7, ô) algebras. Sub­
sequent investigations into the s t ructure of (7, 8) algebras were made by 
Kleinfeld, Kokoris, Maneri , Hentzel and others, and there exists a satisfactory 
s t ructure theory for these algebras (see [6; 7; 8; 9; 10; 11; 12; 13; 14]). The 
reason we return to the classification of algebras satisfying (1.2) and (1.3) is 
twofold. First of all, in view of the fact t ha t associator dependent algebras have 
already been classified [12], we may restrict ourselves to those algebras which 
are not associator dependent , thereby avoiding lengthy calculations involving 
quasi-equivalence. Secondly, condition (1.4) eliminates from the very begin­
ning any consideration of Lie algebras and so is too restrictive. Ideally a 
survey of 2-varieties should explain which of these varieties are of known type, 
for instance Lie or al ternat ive, and which are uninterest ing, so t h a t future 
investigations can concentrate on the rest. In view of the large number of 
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2-VARIETIES 349 

parameters , namely 16, which define a 2-variety it seems surprising tha t sub­
stantial progress is possible. Thus we show tha t most 2-varieties are not very 
interesting. Guided by the examples of al ternative and Lie algebras we first 
consider those 2-varieties satisfying a condition similar to Albert 's . Then we 
consider a much different condition, namely 

(1.5) There exists in ^ F a non-zero, finite dimensional, semi-simple nil 
algebra. 

In the first instance the algebras in the variety turn out to be associator 
dependent , or commutat ive , or they satisfy one of the following identities: 

(1.6) a5((yfz),x) = (x, z, y) - (x,y,z), 

(1.7) a!((z,x),y) = (x,y,z), 

(1.8) «i((z, x), y) = (x, y, z) + (y, z, x) + (x, z, y) 

(1.9) ((z, x), y) = 2ô 1 [(x, z, y) - (z, x, y) - (z, y, x) + (x, y, z)] 

+ (y, z, x) - (y, x, z)} where ô 9* 1, - 1 , - J, 

(1.10) «i((z, x), y) = g2 _ 1 [{z, y, x) - (x, y, z)] + Y^r$ t(x> z» ^) 

— (2, x, 3O] a n d (x, y, z) + (3/, z, x) + (z, x, ;y) = 0, where 5 ^ 1 , — 1, — -J-. 

With the exception of the algebras which satisfy (1.7), these being non-
commuta t ive Jordan and in fact quasi-associative, these algebras have not 
been previously studied. We intend to remedy this situation in subsequent 
papers. Ident i ty (1.6) is of particular interest in the case a5 = —J, because 
the algebras satisfying such an identi ty are not quasi-equivalent to associator 
dependent algebras, much less (7, <5) algebras. Thus it would appear t ha t 
Albert 's classification of 2-varieties satisfying (1.4) is incomplete. For varie­
ties satisfying (1.5) the classification is not so crisp as above. Nevertheless we 
show tha t an impor tant class of algebras of this kind are the algebras of type 5. 
These satisfy the identi ty 

(1.11) (1 + 5)x3(xi o x2) + (1 — 5) (xi o x2)x3 

= x2(xi o x3) + Xi(x2 o x3) , where a o b = 1/2(ab + ba). 

We show tha t the finite dimensional, semi-simple, algebras of type ô ^ — | 
are direct sums of fields and semi-simple nil algebras. This par t of the survey 
shows tha t the following classes deserve further a t tent ion. 

(1.12) Semi-simple, nil algebras of type Ô, 

(1.13) Algebras satisfying (1.2) and (1.3), where the following relations hold 
among the as and 0 's : 

(1.14) 1 = —«i + a2 + otz — a± = a5 — a& — a7 + «8 = Pi — 02 — 03 + 04 

= - 0 5 + 06 + Pi ~ 08 = Pi + 05 ~ «i - a, = 02 + Pe ~ a2 - ae 

= 23<=i«i = Z i = i Pi-
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Remark. Since submit t ing this paper, we have proved the finite dimensional 
semi-simple nil algebras of type ô 9e — \ to be Lie algebras. Details will appear 
elsewhere. 

2. Pre l iminar i e s . Throughou t this paper F will denote a field of character­
istic 7^ 2, 3, and unless otherwise s ta ted, A will denote a finite dimensional 
algebra over F. For elements a, b, c in A the associator and commuta to r are 
defined by (a, b, c) = (ab)c — a (be) and (a, b) = ab — ba. T h e algebra A is 
power-associative if each element of A generates an associative subalgebra. In 
particular, for power-associative algebras we have the ident i ty 

(2.1) (x,x,x) = 0. 

Linearizing (2.1) yields 

(2.2) (x, y, z) + (y, z, x) + (z, x, y) + (x, z, y) + (z, y, x) + (y, x, z) = 0. 

A power-associative algebra is said to be nil if each of its elements generates 
a ni lpotent (associative) subalgebra. This nil algebras are radical in the general 
sense of Kurosch - Amitsur [5]. However the nil radical is too large to be of 
any value in investigations which may involve Lie algebras. Consequently 
we shall restrict ourselves to the solvable radical in this paper. This is defined 
as follows: For an algebra A, let An denote the linear span of all products of n 
elements of ,4. Inductively define A™ by A^ = A, A™ = [A^n-^]2, for n > 0. 
Then A is said to be solvable if A{n) = 0, for some n. T h e (solvable) radical of 
an arb i t rary algebra A is its maximal solvable ideal (3(A), and A is called 
semi-simple if /3(A) = 0. Finally A is called ni lpotent if for some n, An = 0. 

The right and left multiplications, Ra and La, determined by an element 
a £ A, are the maps defined by Ra : x —» xa and La : x —» ax. 

For elements a, b in A define a o n = ^(ab + ba). We have the following 
Peirce decomposition relative to an idempotent e of an algebra A. 

(2.3) Proposition. If A is power-associative then A is a vector space direct sum 
A = Ai(e) + A1/2(e) + A0(e), where Ax(e) = {x G A\ex = xe = \x, X = 1, 0} 
and Ai,2(e) = {x G A\e o x = \x\. In addition A\(e)A§(e) — A0(e)A1(e) = 0, 
A1/2(e) o A1/2(e) ç= Ax(e) + A0(e), Ax(e) o A1/2(e) C Al/2(e) + ^ i - x ( ^ ) , 
and A\(e) o A\(e) Ç A\(e),for X = 0, 1. Moreover if A satisfies the identities 
(1.2) and (1.3) then A0(e) is a subalgebra of A. 

Proof. All bu t the last assertion are well known [16]. Choosing Xi, x2 G A0(e) 
and x3 = e and subst i tut ing in (1.2) and (1.3) yields (x\X2)e = 0 = e(xiX2)} so 
t ha t XiX2 G Ao(e), and hence A0(e) is a subalgebra. This completes the proof 
of the proposition. 

We remark here t ha t if A is a power-associative algebra which is not nil then 
one of its elements generates an associative subalgebra which is not ni lpotent 
and hence contains an idempotent . This makes the above proposition applic-
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able. Fur thermore if e is an idempotent and / an idempotent in AQ(e), then 
e + / is an idempotent and A\(e + / ) D A\{e). Hence if e is a principal idem-
potent in the sense t ha t dim A\(e) is maximal among all idempotents , then 
A0(e) must be a nil subalgebra of A. This observation will be quite useful in 
the sequel. 

An arbi t rary algebra A can be turned into an ant i -commutat ive algebra 
A(-) by replacing the product ab of A with the commuta tor (a, b). If A(~} is a 
Lie algebra the A is said to be Lie admissible. Direct calculations shows A to be 
Lie admissible if and only if 

(2.4) (x, y, z) + (y, z, x) + (z, x, y) - (x, z, y) - (z, y, x) - (y, x, z) = 0. 

Comparison with (2.2) shows tha t (2.4) is equivalent to 

(2.5) (x, y, z) + (y, z, x) + (z, x, y) = 0. 

In [12] one finds a fairly satisfactory theory of associator dependent algebras. 
These are defined as satisfying the following identi ty: 

(2.6) £ , « , ( * ( * ) , * ( ? ) , » ( * ) ) = 0 , 

where the summation runs through all a in the symmetric group on 3 things 
and aa G F, with the aff's not all equal. This assures one a stronger identi ty 
than third power associativity. I t is clear tha t Lie admissible algebras are 
associator dependent , as are algebras of (7, 8) type [11]. An impor tant class of 
associator dependent algebras includes the flexible algebras, which satisfy 
the identi ty 

(2.7) (x, y} x) = 0, 

or equivalently 

(2.8) (x, y, z) + (z, y, x) = 0. 

We wish finally to introduce some useful notation. If i^F is the 2-variety 
defined by (1.2) and (1.3), then we may i d e n t i f y ^ F with the point (on, . . . , a8, 
(3U . . . , ft) of F16 . For a subset T of ^1 6 we denote by f f ( r ) the set of all 
2-varieties defined by (1.2) and (1.3) for which («i, . . . , a8, ft, . . . , f38) G I \ If 
if F 6 *V F ( r ) we shall say tha t the variety ^V F is of type V F ( Y ) . Occasionally 
we shall abuse notat ion and write A G ^F(T), where A is an algebra. W h a t this 
means is t ha t A G i^F for some Y'F G VF(Y). Finally V will denote the 
complement of T. 

3. Radica l s a n d t h e e l i m i n a t i o n of u n i n t e r e s t i n g variet ies . The main 
result of this section is tha t for most 2-varieties the properties of being nil, 
ni lpotent or solvable are all equivalent provided one assumes finite dimension­
ality. This fact permits a considerable reduction in the classification of the 
varieties. 
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We introduce now the following two algebraic manifolds of Fu. T will denote 

the set of all points («i, . . . , « 8 , 1 8 1 , • • • , 0s) of 7716 such t ha t 

(3.1) 1 = —ai + a2 + 0:3 — a.\ = «5 — «6 — «7 + «s 

= 01 - 02 - 03 + 04 = - 0 5 + 06 + 07 - 08, 

and A consists of those points satisfying 

(3.2) 1 = £ at = 2 Pi-
i= i z=i 

(3.3) T H E O R E M . Let A £^F(Tf) be a finite dimensional algebra and suppose B 
is a solvable subalgebra of A. Then 

(1) The algebra B* generated by {Rb, Lb\b£ B] is nilpotent. 
(2) If A is solvable then A is nilpotent. 

Proof. The results of [3] and [4] show the defining properties of Yf are suffi­
cient to insure the nilpotency of the enveloping algebra °tt {B) of B. Therefore, 
as B* is a homomorphic image of °ll{B), B* is nilpotent. This proves (1). For 
(2) we take B = A to conclude t ha t A* is nilpotent. I t is well-known [16] t ha t 
this implies the nilpotence of A. 

(3.4) T H E O R E M . Each finite dimensional nil algebra A £ i^ F(V) is nilpotent. 

Proof. We use induction on the dimension of A, the result being trivial for 
one dimensional algebras. Let B be a maximal ni lpotent subalgebra of A. 
From par t (1) of (3.3) it follows t ha t B* is nilpotent. T h u s AB*n = 0, for some 
integer n. I t follows tha t there exists an integer ft for which AB*k Ç B, and 
we choose ft to be the smallest positive such integer. Assume ft > 1 and choose 
u £ AB*k~1

1 such tha t u d B. Then for each b £ B, uRb and uLb belong to 
AB*k. T h u s uB + Bu C B. From this inclusion and identities (1.2) and (1.3) 
it follows tha t unB + Bun Ç B, for every integer n. Therefore if C = B + 
Fu + Fu2 + . . . is the subalgebra of A generated by B and u, then B is an 
ideal of C. Moreover since u is nilpotent, C/B is nilpotent, so t ha t C is solvable. 
Then par t (2) of (3.3) shows t ha t C is nilpotent, contrary to the maximali ty 
of B. Thus we have ft = 1 and AB* Ç B. In part icular ARb + ALb Ç B, for 
every b in B, which shows tha t B is an ideal of A. Clearly B ^ 0, hence 
dim (A/B) < dim (^4). T h u s by the induction hypothesis A/B is nilpotent, 
and this implies the solvability and nilpotence of A, as required. This completes 
the proof of the theorem. 

Remark. Hentzel [8] earlier proved t ha t finite dimensional ( — 1 , 1) nil 
algebras are nilpotent. Theorem (3.4) is a generalization of this result. 

If we set Xi = x2 = x3 = x, in (1.2) and (1.3), we find t ha t 0 = ( —1 + 
^i=i&i)x* = ( —1 + X^i=i 0t)x3« Thus the varieties ^F(Ar) consist solely of 
nil algebras. An immediate consequence of Theorem (3.4) is t ha t the varieties 
i^F{Y' C\ A ;) contain no nonnilpotent finite dimensional algebras. We consider 
these varieties to be of little interest. I t should be noted however t ha t V C\ A' 
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is a Zariski open subset of Fle, and in the case | F\ = oo , it is also a dense subset. 
Thus most varieties are of type i^F(Y' C\ A'). The set of all 2-varieties is the 
u n i o n o f ^ ( A ) a n d ^ ( A / ) , a n d ^ ( A / ) = ^ ( A / n r ) \J*V F(b! C\ r ' ) . T h u s 
with the exception of the varieties"V F(A' C\ T), which are studied in Section 7, 
we may safely assume tha t the relations (3.2) hold for the parameters defining 
the varieties. W h a t this means is tha t the identities (1.2) and (1.3) defining i^ F 

are not inconsistent with the existence of an algebra A £ i^ F with identi ty 
element. 

4. R e d u c t i o n to assoc iator d e p e n d e n t a lgebras . We s tudy now in depth 
the consequences which may be derived from identities tha t are compatible 
with the existence of an identi ty element. We ascertain as much as possible 
the strength or weakness of every identi ty of degree three, which is to say 
every identi ty of the form 

(4.1) 0 = cti(xy)z + a2(yz)x + a%(zx)y + a±(yx)z + a5(xz)y + a&(zy)x 

+ a7x(yz) + a8y(zx) + a9z(xy) + ai0y(xz) + anx(zy) + a12z(yx). 

The proof of the following theorem gives a systematic procedure for analyz­
ing all identities of degree three. 

(4.2) T H E O R E M . / / A satisfies an identity of degree three and if the existence of 
an identity element does not lead to a contradiction then either (1) commutativity is 
implied, or (2) A is associator dependent, or (3) the identity satisfied by A is 
equivalent to one of the form ((x,y),z) = (3i(x,y,z) -\- &i(y,z,x) +183(2;, x, y) + 
/3A(x, Z, y) + /35(z, y, x) + j3e(y, x, z). 

Proof. By a sequence of commuting and reassociating it becomes clear tha t 
every term of (4.1) may be reduced to a scalar multiple of (xy)z. Moreover, 
since (xy, z) = x(y, z) + (x, z)y + (x, y, z) + (z, x, y) — (x, z, y), one can 
rewrite (4.1) in the form. 

(4.3) y(xy)z = hxx{y, z) + 82y(z, x) + 8zz(x, y) + <54((x, y), z) 

+ ôb((y, z), x) + 86((z, x) , y) + <57(x, y, z) + ô8(y, z, x) 

+ ô9(z, x, y) + ôio(tf, z, y) + dn(z, y, x) + di2(y, x, z), 

where 7 = <5i + <52 + • . • + 5i2. Sett ing x = y = z = 1, in (4.3) implies 
7 = 0 . Next, setting just one of the variables equal to 1, one finds tha t 
ài(yiz) = 82(z,x) = ôz(x,y) = 0. So unless commutat iv i ty is to be implied, we 
must have 5i = 82 = <53 = 0. W h a t remains of (4.3) is the identi ty 

(4.4) 0 = ô4((x, y), z) + ô6((y, z), x) + ô6((z, x) , y) + ô7(x, y, z) 

+ ôs(y, z, x) + ô9(z, x, y) + 610(x, z, y) + 8n(z, y, x) + 8ï2(y, x, z). 

This may be worked against the identi ty 

(4.5) ((x, y), z) + ((y, z), x) + ((z, x) , y) = (x, y, z) + (y, z, x) 

+ (z, x, y) - (x, z, y) - (z, y, x) - (y, x, z), 
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which holds in every algebra. If ô4 = Ô5 = ô6, then comparison of (4.4) with 
(4.5) either leads to an associator dependent relation or else (4.4) is equivalent 
to (4.5) and hence is true in every algebra. Thus we may assume <54, <55 and <56 

are not all equal. Then we can eliminate one of the double commutators be­
tween (4.4) and (4.5) to obtain, say, 

(4.6) ((x, y), 2) + e((y, 2), x) = o"i(x, y, 2) + <r2(y, z, x) + 0-3(2, x, y) 

+ 0-4(3;, 2, y) + <Jh{z, y, x) + o-6(y, x, z). 

By interchanging z and x in (4.6) we get 

(4.7) - e ( (x , y), z) - {(y, 2), x) = 0-1(2, y, x) + a2(y, x, z) + o-3(x, 2, y) 

+ 0-4(2, x, y) + o-5(x, y, z) + o-6(3>, z, x). 

Unless e = 1 or e = — 1, we can eliminate one of the double commutators 
between (4.6) and (4.7). If e = 1, then comparison of (4.6) with (4.5) yields 
an identity which expresses one double commutator as a linear combination of 
associators and we are done. Finally if e = — 1 , then adding (4.5) and (4.6) 
yields an identity similar to (4.6), but with e = 2, and so the previous reduc­
tion can be carried out. This completes the proof of the theorem. 

In general we cannot say too much about identities which are weaker than 
the commutative law, but sometimes this is not the case, as the following 
result shows. 

(4.8) THEOREM. / / A is an algebra satisfying the identity ((x, 3/), z) = 
(x, y, z) + (2, x, y) — (x, z, y), and if A has no non-zero nilpotent elements, then 
A must be commutative. 

Proof. Permuting the three variables cyclically twice and adding results in 
an identity, which when compared (4.5), implies that A is Lie admissible, 
hence satisfies 

(4.9) (x, y, z) + (y, z, x) + (2, x, y) = 0. 

But then the defining identity may be rewritten as 

(4.10) ((x,y),z) = -(y,z,x) - (x,z,y). 

Setting x = y in (4.10), we have 

(4.11) (x, 2, x) = 0. 

Linearizing (4.11) and comparing that with (4.10) then yields 

(4.12) ((x, 30,2) = 0. 

Since in every algebra (xy, 2) = x(y, 2) + (x, z)y + (x, y, 2) + (2, x, y) — 
(x, 2, y) it follows from (4.9) and the linearization of (4.11) that (xy, 2) = 

x(jyz) + (x, 2)3/. From this last relation and (4.12) we find that 0 = ((a2,b),c) 
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= (a(a, 6), c) + ((a, b)a, c) = 2(a(a , 6), c) = 2(a, c)(a, &). Thus 

(4.13) ( a , c ) ( a , 6 ) = 0. 

Now setting b = c in (4.13) completes the proof of the theorem. 

Next we consider an application of Theorem (4.2) to 2-varieties. In fact 
only identi ty (1.2) is required. We assume the a's are such tha t the existence of 
an identi ty element forces neither commutat iv i ty nor ant i -commutat iv i ty . 
This results in the following conditions on the as. 

(4.14) a3 + a4 + «5 + «6 = 0 = «i + a% + a5 + a% 

= ai + a2 + «5 + OUT, and 2*=i «« = 1-

One may note by the way tha t (4.14) is equivalent to the following condition: 
Adjoining an identi ty element to an algebra satisfying (1.2) produces an 
an algebra which again satisfies (1.2). 

From the relations (4.14) one can reduce the eight parameters to four free 
ones, since 

(4.15) ou = cui, ae = —a\ — a3 — a$, a-j = —a\ — a2 — a5, and ag = 1 + as-

Revising (1.2) in the light of (4.15), we find tha t 

(4.16) (x, y, z) = ai((z, x ) , y) - a5((y, z), x) + (ax + a 2 ) (x , z, y) 

+ (—«i — az)(y, z, x). 

Permut ing cyclically and using (4.5), we get / = (2a 1 — 2a5 — 2a 1 — a2 — 
a'z)J, where / = (x, y, z) + (y, z} x) + (z, x, y). This shows 

(4.17) An algebra satisfying (1.2) and (4.14) is Lie admissible if 

2a5 + a2 + a, + 1 5* 0. 
Interchanging x and y in (4.16) we have 

(4.18) (y, x, z) = a5((z, x) , y) - ai((y, z), x) + ( —«i - a 3)(x, z, y) 

+ («i + a2)(y, z, x). 

Multiplying (4.16) by «i and (4.18) by a5 and then subtract ing yields 

(4.19) (ai2 - a5
2)((z , x) , y) = ai(x, y, z) - a5(y, x, z) 

+ (ai2 + aiaz + a ia 5 + a2a5) (y, z, x) 

+ ( —«i2 — aia2 — aia 5 — a3a5) (x, z, y). 

I t will be fruitful now to examine special cases. If a\ = a5 = 0, then (4.16) 
reduces to a form of associator dependence which does not follow from Lie 
admissibility, and as such algebras have already been studied in detail [12], 
we shall ignore this class here. Let us suppose then tha t a\ = 0, and a5 5^ 0. 
Then (4.16) becomes ab((y, z), x) = a2(x, z, y) — a^(y, z, x) — (x, y, z). 
Subst i tut ing z = y, we get an associator dependence relation which does not 
follow from Lie admissibility, unless a2 — 1 = —a3 = 0. In the latter case we 
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get the identi ty 

(4.20) ab((y,z),x) = (x,z,y) - {x,y,z). 

If ah = 0 and a\ ^ 0 then (4.16) reduces to a i ( (z , x) , y) = (ax + a3) (y, z, x) + 
(x, 3>, z) + ( — «i — a 2 ) (x , z, 3/). Subst i tu t ing z — x, leads to either flexibility, 
if a\ + a3 = 0 = —«i — a2, or to nothing if a\ + a 3 = 1 = — «i — a2, or 
to associator dependency. In the first case, 

(4.21) ai((z, x), y) = (x, y, z), and (a, &, a) = 0. 

Such algebras are non-commutat ive Jordan algebras and quasi-associative in 
the sense of Albert [2] as well and need not be considered further here. In the 
second case we obtain 

(4.22) a i ( (z , x), y) = (x, y, z) + (y, z, x) + (x, z, y). 

If a\ 9^ \, then (4.22) implies Lie admissibility and so (4.22) may be changed 
to the identi ty ai((z, x) , y) = (x, z, y) — (z, x, y). In this form the ident i ty is 
a counterpar t to (4.20). 

From now on we shall assume a\ 9^ 0, and a$ 9^ 0. If a^ = —a\ then the 
identi ty ((x, y), z) + (y, z), x) + ((z, x) , y) = 2J, which holds in any power-
associative algebra, when compared with (4.16), leads to an associator de­
pendent relation. If a5 = «i, then comparison of (4.16) and (4.18) again leads 
to an associator dependence relation. T h u s we may assume a5 9£ zbaii. Now 
set z = x in (4.19). This results in either flexibility or associator dependence 
unless certain relations among the a 's hold. However flexibility in conjunction 
with Lie admissibility leads to an identi ty of the form (4.21). The same is 
t rue otherwise, since we have already considered (4.20) and (4.22). If we let 
«5 = pal, then we have a\2 + 0:1^3 + a\a~, + a2a-0 — a5 = a\ = — a\2 — a\a2 — 
aia5 — a3a5. Cancelling «i, wre obtain the equations 

(p + l)ai + pa2 + at = p + 1 

(p + l ) « i + 0L2 + paz = — 1 

which have the solution 

U9%\ * 2 P + 1 ,P2+P+1 
(fk.Zô) ab = pai, az = —a\ — —2 , a2 = — a\ -\ 72 : . 

p — \ p — 1 
Now (4.19) can be rewrit ten as (ai2 — a5

2)((z , x),y) = c*i(x, y, z) — a»(y, x, z) 
+ («i + ah) (y, z, x) + «! (x, z, y), or 

(4.24) (1 - p2)ax({z, x ) , y) = p[(y, z, x) - (y, x, z)] + (x, z, y) 

- (z, x, y) + / . 

At this point we can take two distinct pa ths , for either J — 0 is a consequence 
of our identi ty or it is not. If it is not, we can use (4.17) and (4.23) to get a 
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complete solution for all the as in terms of p alone. T h a t solution is 

(A OKN 2^ + 1 2p2 + ip + 3 2p + 1 
(4.25) a i = - g T ^ r r i ) • «2 = 2(p

2 - 1) ' " 3 = ~ 2^=1) ' 

2ft2+£ „ , , , 1 
2 ( p 2 - l ) ' f * X' *' 2 ' 

In the light of (4.25) we can rewrite (4.19) as 

(4 26) ^ ' ^ ' ^ = 2p + 1 ^ ^ ^ "" ^ ' X ' ^ "" ^ ' •y' ^ + ^ ' •y' ^ 

I t turns out tha t if one substi tutes (4.26) back into (4.16), tha t a tautology 
results. Thus the two identities are equivalent for those values of the coeffi­
cients. Rewriting (4.19) in the light of (4.23) and using Lie admissibility 
yields 

(4.27) 

and 

ai((z , x) , y) = - ~2~—j- [(z, y, x) - (x, y, z)] 

+ T 7 [ ( * , Z, y ) - (2> *> 301» 
p — 1 

(x, y, z) + (y, z, x) + (z, x, y) = 0, and p ^ 1, - 1 , - - . 

We have completed an exhaustive s tudy of all the consequences of (1.2) when 
subject to the condition (4.14). Aside from associator dependent algebras, 
which have already been classified, the new identities this focuses on are (4.20), 
(4.22), (4.26), and (4.27). These new classes will be investigated elsewhere. 

Since Albert used quasi-equivalence in his classification of 2-varieties, per­
haps a remark about these new classes of algebras via quasi-equivalence is in 
order. For any algebra A and scalar X ^ J, in some extension of the ground 
field of A one can form an algebra A (X) by defining a new product a * b on the 
vector space A as a * b = \ab + (1 — \)ba. Such algebras A and A (X) are 
said to be quasi-equivalent. Now if A satisfies the identi ty (4.20) then we 
might t ry to choose X so tha t A (X) is associator dependent, al though if it 
turns out to be Lie-admissibility tha t is not very helpful. In case a^ = — J, for 
any X, A(\) satisfies exactly the same identity (4.20) as A. Thus such an 
algebra A is not in general quasi-equivalent to an associator dependent algebra, 
much less an algebra of type (7, 5). Hence the variety defined by (4.20) with 
a:6 = —J is apparent ly an important , new class of algebras. I t is not difficult 
to verify, by the way, tha t under the assumption of third power associativity 
this variety is a 2-variety. Consequently Albert 's classification [1] would 
appear to be incomplete. 
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5. Reduction to algebras of type 5. We turn now to the study of varieties 
YF satisfying the condition 

(5.1) *V F contains a nonzero, finite dimensional, semi-simple nil algebra. 

It follows immediately from Theorem (3.4) that a variety YF satisfying (5.1) 
is of typeY F(T). That means the following relations must ho1d in the identities 
(1.2) and (1.3) defining Y F. 

(5 .2) 1 = — CL\ + a 2 + «3 — « 4 = «5 — « 6 — Oil + OL% 

= 01 - 02 - 03 + 04 = - 0 5 + 06 + 07 - 08-

Furthermore YF(T) = Y F{Y C\ A) \JYF(T H A'), where A consists of those 
(«i, . . . , as, 0i, . . . , 08) for which 

(5.3) NEa^Efc 

We now introduce new parameters p, q, r, s, p', q', r', 5' as follows: 

(5.4) p = «i + «5, £ = «2 + a6, r = «3 + «7, 5 = «4 + a8, 

P' = 0! + 05, (/' = 02 + 06, f' = 03 + 07, S' = 04 + 08-

(5.5) PROPOSITION. 77ze algebras of the varieties Y F(T) satisfy the identities 

(5 .6) (Xi O X 2)x 3 = />[(x3Xi) O X 2 + (x3X2) O Xi] + 5[x2(Xi O X3) 

+ Xi(x2 o x3)] + q/2[(xi, x3, x2) + (x2, x3, Xi)], 

(5.7) x3(xi o x2) = £'[(#3#i) 0 x 2 + (x3x2) o Xi] + s'[x2(xi o x3) 

+ Xi(x2 o x3)] + q'/2[(xu x3, x2) + (x2, x3, Xi)]. 

Moreover, the algebras in YF(T C\ A) satisfy the identities 

(5.8) (xi o x2)x3 = f[x2(xi o x3) + Xi(x2 o x3)] + p[xz(xi o x2) 
— (xi o x2)x3] + (q — p)/2[(xi, x3, x2) + (x2, x3, Xi)], 

(5.9) x3(xi o x2) = -2-[x2(xi o x3) + Xi(x2 o xi)] + p'[xz(xi o x2) 

— (xi o x2)x3) + {q' — p')/2[(xu x3, x2) + (x2, x3, Xi)]. 

Proof. From equations (5.2) and (5.4) we have 

(5.10) r = p - q + 5, and r' = p' - q' + sf. 

Interchanging Xi and X2 in (1.2) and adding we get 2(xi o x2)x3 = (a\ + a5) 
[ (x 3 Xi)x 2 + (x3X2)Xi] + («2 + a&)[(x1Xz)x2 + (x2X3)Xi] + (0:3 + o:7)[x2(x3Xi) 

+ Xi(x3x2)] + (a4 + as)[x2(xiXz) + Xi(x2x3)]. Hence from (5.4) and (5.10) 
we get 2(xi o x2)x3 = p[(xzxi)x2 + (xzx2)xi\ + g[(xix3)x2 + (x2xz)x1) + 
(p — q + s)[x2(x3Xi) + Xi(x3x2)] + 5[x2(xix3) + Xi(x2x3)] = p[2{xzxi) o 
x2 + 2(x3x2) o xi] + s[2x2(xi ° ^3) + 2xi(x2 ox 3 ) , + #[(xix3)x2 + Xi(x3x2) + 
(x2x3)xi — x2(x3Xi)] Then dividing by 2 gives the identity (5.6). Identity (5.7) 
may be proved in exactly the same way. For varieties of th? type7^ F (T C~\ A) 
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we have the further relation (5.3), which implies p-\-q-\-r-\-s = l, and 
£' + <?' + r' + s' = 1. Combining these with (5.10), we find that 

(5.11) s = \ - p, r = h - q, s' = h - p\ r' = \ - qf. 

In view of (5.11), the identity (5.6) becomes (xi o x2)x3 = p[(xzXi) 0x2 + 
(x3x2) 0x1] + (i- p)[x2(xi 0x3) + Xi(x2ox3)] + g/2[(xi,x3, x2) + (x2,x3,Xi)]. 
Moreover since 

(5.12) (x3Xi) o x 2 + (x3x2) o xi 

= (xi o x3)x2 + (x2 o x3)xi — i[(*i, x3, x2) + (x2, x3, Xi)] 

is an identity in any algebra, we may change the term proportional to p in 
the previous identity, so that (xi o x2)x3 = p[(x\ o x3)x2 + (x2 o x3)xi — 
^(xi,x3, x2) — %(x2,xz,xi)] + ( i — p)[x2{xi 0x3) + xi(x2ox3)] + g/2[(xi,x3, 
x2) + (x2, x3, Xi)] = p[(xi o x3)x2 + (x2 o x3)xi — x2(xi o x3) — Xi(x2 o x3)] + 
J[x2(xiOx3) + Xi(x2ox3)] + (q — p)/2[(xi, x3, x2) + (x2, x3, Xi)]. How­
ever, because of third power associativity or (2.2), (xi o x3)x2 + (x2 o x3)xi — 
x2(xi o x3) — Xi(x2 o x3) = — (xi o x2)x3 + x3(xi o x2). Thus changing again 
the term proportional to p, we find that (xi o x2)x3 = p[— (xi o x2)x3 + 
x3(xi o x2)] + ^[x2(xi o x3) + Xi(x2 o x3)] + (q — p)/2[(xi, x3, x2 

) + 
(x2, x3, Xi)], which is (5.8). The proof of (5.9) is similar and will be omitted. 

Evidently VF{T) = *VF(T C\ A) U YF(Y C\ A'). Varieties of type 
YF(Tr\&') will be considered in Section 7. For varieties of the typeT^F(TC\A) 
we have ^ C m A) = f , ( m AH12) \JY F(YC\ AH 12'), where 12 consists 
of those («i, . . . , a$, ft, . . . , ft) in Fu for which 
(5.13) p' = 1 + p, and qf = 1 + q. 
We may recall that p = a\ + a5, q = a2 + a6, />' = ft + ft, and qf = ft + ft. 
We have no results whatsoever about algebras of the type Y' F(T H A C\ 12). 
However for the much larger class YF(Y C\ A C\ &') the situation is quite 
different. 

(5.14) THEOREM. The algebras A in YF(T P\ A ^ f l ' ) satisfy an identity of 
the type 

(5.15) Xx3(xi o x2) + M(#I O X2)X3 = i(X + M)[X2(XI O X3) + Xi(x2 o x3)], 

where X, \x are in F and not both equal to zero. 

Proof. For an algebra A mY F(Y H A) the relations (5.8) and (5.9) hold. 
We eliminate the associators from these identities by multiplying (5.8) by 
qf — p\ multiplying (5.9) by q — p, and then subtracting. We get 0 = 
$[(q' - p') - (q - p)][xi(xiO x3) + Xl(x2 o x3)] + [ - ( 1 + p)(qf - p') + 
P'fa - ^>)][(xiO x2)x3] + [p(qf - Pf) ~ ip' ~ 1)(<Z - P)][xz(xlo x2)l Then 
if we set X' = p{qf - p') - (p' - l)(q - p) and M' = - (1 + p)(q' - pf) + 
p'(q - />), we find that X' + // = - [ ( # ' - p') - (q - p)], so that the above 
identity becomes X'x3(xi o x2) + //(*i o x2)x3 = |(X' + //)[x2(xi o x3) + 
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Xi(x2 o x 3 ) ] . If either W 0 or / i V 0, there is nothing further to be proved, 
for we set X = X' and JJL = y!. Let us suppose therefore t ha t X' = \x = 0. Then 
0 = X' + / / , hence q' - p' = q - p. T h u s 0 = X' = (p + 1 - p')(q - p). 
Now if p + 1 — p' = 0, then from the relation q' — p' = q — p, we find g' = 
(g - p) + £ ' = 1 + q. But then A $ V F(Y C\ A H Q ' ) . Therefore we may 
assume tha t q — p = 0. However in this case the ident i ty (5.8) reduces to 
— p[xz(xi o x2)] + (1 + £) [ (# i ° ^2)^3] = è[x2(xi o x3) + Xi(x2 o x 3 ) ] , and 
we may set X = —p, and /x = 1 + p, in this si tuation. We have succeeded in 
deriving a 2-parameter identi ty for the varieties i^ F(V H A H Î2'). Our aim is 
to reduce this further to a 1-parameter identi ty. However we first require the 
following result, the proof of which is obvious. 

(5.16) T H E O R E M . If A £ ^ F(T) is anti-commutative then A is a Lie algebra. 
If A ^ f f ( r r i A ) w commutative then A is associative. 

(5.17) T H E O R E M . Let A 6 i^ F(V P\ A H12') 6e a finite dimensional semi-simple 

algebra. If the parameters X and /x 0/ (5.15) ar^ such that X + JU = 0, then A is 

a direct sum of fields and a semi-simple Lie algebra. 

Proof. When X + /z = 0, the identi ty (5.15) reduces to 

(5.18) (xi o x2)x3 = x 3 (x iOX 2 ) . 

Using (5.18) wre show tha t A is the direct sum A = Ai © A0, where Ai is a 
semi-simple algebra with ident i ty and AQ is a semi-simple nil algebra. If A 
itself is nil then we choose Ai = 0, and A0 = A. Assume therefore t ha t A is 
not a nil algebra. Then A contains a t least one idempotent . Let e be a principal 
idempotent of A. Relative to e we have the decomposition A = A\(e) + 
A112(e) + ,40(0), where Ao(e) is a nil subalgebra of A (see Proposition (2.3)). 
Choosing x\ = x2 = e, in (5.18) we have x3e = ex3, for all x3 in A. Therefore 
A 112(e) = [x\ex = xe = Jx}. Sett ing Xi = x2 = e, and x3 in Ai/2(e) in (1.2), 
we find tha t \x% = \(a\ + a2 + . . . + a8)x3 . But the sum of the eight as 
equals 1, so tha t x3 = 0. Therefore Ai/2(e) = 0, and we have a vector space 
decomposition A = A\(e) © A0(e). 

Fur thermore , if we choose X\ = e, and x2, x3 in A\(e) and subst i tu te in 
(5.18), we find tha t x2x3 = x3x2. Since x2x3 + x3x2 £ Ai(e), it follows tha t 
Ai(e) is a subalgebra of A. Clearly Ai(e) and 4 0 ( e ) are semi-simple, while 
Ai(e) has an identi ty element. Now let Z = {z\za = az, for all a in 4 } . Using 
(5.18) we see t ha t for z in Z and x2, x3 in 4 , (sx2)x3 = x3(zx2). T h u s zA = 
Az Ç Z, which shows tha t Z is an ideal of A. Also Z ^ A o A, because of 
(5.18). Since Ai(e) = 4 i ( e ) o e , it follows t h a t A\(e) Q Z. In part icular, 
Ai(e) must therefore be commuta t ive and hence associative, using Theorem 
(5.16). T h u s Ai(e) must be a direct sum of fields. Let Z' = Z C\ A§(e). Clearly 
Z' is an ideal of A0(e). As an algebra Z ' mus t be associative because of Theorem 
(5.16). Since Z ' is nil, it must be solvable. Then the semi-simplicity of A0(e) 
forces Z ' = 0. Bu t Z ' 3 4 0 ( e ) o A0(e). Hence 4 0 ( e ) o i f l W = 0, and AQ(e) 
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is anti-commutative. Therefore A0(e) is a Lie algebra by Theorem (5.16). 
This completes the proof of the theorem. 

Having disposed of those algebras satisfying (5.15) with X + M = 0, we 
now consider those in which X + M ^ 0. We then divide both sides of (5.15) 
by i ( ^ + M)> to obtain the identity 

-—: X 3 (XiOX 2 ) + -—T— (#1 OX 2 )x 3 = X2(xi OX3) + Xi(x2 OX 3 ) . 
X + M X + \x 

Setting 8 = (X — pt)/(X + M)> this identity becomes 

(5.19) (1 + 5)[x3(xi o x2)] + (1 — <5)[(xi o x2)x3] = x2(xiOx3) + Xi(x2 o x3). 

Accordingly, we define an algebra A to be of type <5 if (1) A £ Y F(T C\ A), 
and (2) A satisfies the identity (5.19). In summary, we have shown in this 
section that the classification of the variet iesY F(Y) is reduced to the study of 
the varieties YF(T C\ A') and YF(Y C\ A C\ Î2), and the classification of 
algebras of type 8. 

6. Semi-simple algebras of type 5. Throughout this section A will denote 
an algebra satisfying identities (1.2), (1.3) and 

(6.1) (1 + <5)[x3(xi o x2)] + (1 — <5)[(xi o x2)x3] = Xi(x2 o x3) + x2(xi o x3). 

We study first the Peirce decomposition A = A\(e) + A\j2{e) + Ao(e), rela­
tive to an idempotent e. 

(6.2) LEMMA. / / ô = —1/2 then A satisfies the identity 

(xi o x2) o x3 = Xi o (xi o x3), and A\ 12(e) = 0. 

Proof. When ô = — 1/2 the identity (6.1) becomes 0 = l /2x3(xi o x2) + 
3/2(xiOx2)x3 — Xi(x2 o x3) — x2(xi o x3). Interchanging Xi and x3, 0 = 
1/2 Xi (x3 o x2) + 3/2 (x3 o x2)xi — x3(x2 o %i) — x2(x3 o Xi). Subtracting these 
two relations yields 0 = 3/2[x3(xi o x2) + (xi o x2)x3 — Xi(x2 o x3) — (x2ox3)xi] 
= 3[(xi o x2) o x3 — Xi o (x2 o x3)]. Thus (xi o x2) o x3 = Xi o (x2 o x3). Now 
setting Xi = x2 = e, and x3 G Ai/2(e) in this identity yields 1/2 x3 = 1/4 x3, so 
that x3 = 0. Thus A\,2{e) = 0. This completes the proof of the lemma. 

(6.3) LEMMA. If h ?± —\, then eAi/2(e) C A1/2(e), and Aï/2(e)e Ç A1/2(e). 

Proof. In (6.1) choose x3 = a Ç A1/2(e), and Xi = x2 = e. Then (1 + b)ae + 
(1 — b)ea = ea, or (1 + 8)ae — (8)ea = 0. But ea = a — ae, so that 0 = 
(1 + 8)ae - 8 (a - ae) = (1 + 28)ae - (8)a. As 1 + 2ô ^ 0, it follows that 
ae Ç Ai/2(e). From this it follows that ea = a — ae G Ai/2(e). This completes 
the proof of the lemma. 

(6.4) LEMMA. If 8 7* - i then [A1/2(e)]2 = 0. 
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Proof. Let u, v be elements of Ai/2(e). In (6,1) set Xi = u, x2 = v, x3 = e. 
Then (1 + ô)e(u o v) + (1 — b) (u o v)e = u o p. On the other hand u o v G 
-4i(e) + i40(e), because of Proposition (2.3). T h u s u o v = ai + aQ, where a,\ 
is in A\{e) and a0 is in A0(e) and (1 + 8)ai + (1 — 5)ai = a0 + ai . T h u s 
a0 = ai = 0, and so M o z; = 0. Now choose Xi = 0, x2 = w, and x3 = v in 
(6.1). Then J ( l + §)vu + | ( 1 — <5)m; = e(u ov) + |zw, whence (1 + b)vu — 
(ô)zw = 0. Since uv = — vu, (1 + 2b)vu = 0, so t ha t vu = 0. This completes 
the proof of the lemma. 

(6.5) LEMMA. If 5 ^ - 1/2, then A1/2(e)AQ(e) + AQ(e)A1/2(e) Q A1/2(e). 

Proof. Let u be an element of A\i2{e) and v an element of Ao(e). In (6.1) set 
Xi = e, x2 = v, and x3 = u. Then 0 = e(uov) + ^zw. Next set x3 = e, 
Xi = u, and x2 = v in (6.1). Then (1 + 5)e(w o v) + (1 — b) (u o v)e = ^ w . 
Comparing these we find t h a t (2 + ô)e(w o v) + (1 — ô)(w o v)e = 0. How­
ever uov £ Ai/2(e) + Ai(e) because of Proposition (2.3). T h u s uov = 
fli/2 + #i, where ai/2 G ^1/2(0), and ai G A\{e). Therefore (2 + ô) (0*21/2 + a,\) 
+ (1 — b)(ai/2e + ai) = 0. Equa t ing ^1(0) components in this equat ion and 
using the fact t ha t ealj2 and ai/2e are elements of Ai/2(e), we find t ha t ai = 0. 
T h u s uov G Ai/2(e). Then it follows from our previous relation, 0 = e(u o v) 
+ \vu, t ha t vu G 4 i / 2 ( e ) . Hence uv = —vu + 2(uov) is an element of 
A1/2(e). This completes the proof of the lemma. 

(6.6) LEMMA. If b 9* - \ , then A1/2(e)Al(e) + A1(e)A1/2(e) Ç A1/2(e). 

Proof. Let u G ^1/2(0), ^ G Ai(e). Subst i tu t ing Xi = e, x2 = v, and x3 = u 
in (6.1) yields (1 + b)uv + (1 — b)vu = e(u o v) + \vu, so t ha t (1 + b)uv + 
( i — <5)zm = e(u ov). However u o v G -41/2(0) + -4 0(2)- Hence Lemma (6.3) 
implies t h a t e(uov) G ^1/2(0). Therefore 

(6.7) (1 + b)uv + ( i - 5)iw G i4Zi / 2 (e) . 

Next set Xi = 0, x2 = w, and x3 = v, in (6.1). Then | ( 1 + 5)z;w + 
| ( 1 — <5)wz; = e(u o v) + wv. Hence 

(6.8) - (1 + ô)«w + (1 + Ô)WM G ^1/2(0). 

From (6.7) and (6.8) it follows tha t vu G ^1/2(0). Then choose x3 = e, xi = u, 
x2 = v in (6.1). Then (1 + b)e(u ov)-\-(l—b)(uo v)e = uv + \vu. As 
e{u o v), (u o v)e and vu all belong to .41/2(0), we conclude tha t uv must also. 
Th is completes the proof of the lemma. 

(6.9) T H E O R E M . If A is a semi-simple algebra of type b, then A is the direct 
sum A = ^4i © A$, where A\ is a semi-simple algebra with identity and AQ is 
a semi-simple nil algebra. Moreover if b ^ —\ then Axis a direct sum of fields. 

Proof. If A is nil then we choose Ai = 0, AQ = A, and we are done. If A is 
not nil then it contains a principal idempotent 0, so t h a t we can decompose 
A = Ai(e) +4.1/2(0) -\- Ao(e), where -40(0) is a nil subalgebra of A. I t follows 
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from the preceding lemmas that Ai/2(e) is an ideal of A and that [Ai/2(e)]2 = 0. 
Since A is semi-simple, this implies A 1/2(0) = 0, and A = A\(e) + A0(e). 
Certainly A0(e) is a semi-simple ideal of A. It will suffice to show that A\(e) is 
a subalgebra of ^4, in order to complete the first part. 

Using (1.2) and (1.3) we see that for Xi, x2 6 Ai{e) and x3 £ ^4o(e) that 0 = 
(xiX2)x3 = x3(xix2). Moreover Xix2 = #i + a0, where a,\ G ^i(e) and a<> £ 
^0(0). Then from the fact that (xiX2)A0(e) = ^4oW(xiX2) = Ai(e)A0(e) = 
Ao(e)Ai(e) = 0, it follows that a0Ao(e) = yl0(e)ao = 0. But A0(e) is semi-
simple. Therefore a0 = 0, and Xix2 = ai G Ai(e). Thus ^i(e) is a subalgebra 
of 4 . 

Finally, suppose ô 9^ — \, and let x2, x3 G ^i (^) , and Xi = e, and substitute 
this in (6.1). This yields 0 = (J + ô)(x3x2 — x2x3) = x3x2 — x2x3. Thus Ax(e) 
is a commutative algebra and hence associative, because of Theorem (5.16). 
Now the semi-simplicity of A\ forces i i to be a direct sum of fields. This 
completes the proof of the theorem. 

7. Varieties of the type7^F(A / f\ r ) . As indicated in Section 3, an algebra 
A G ^ F ( A ' r\ T) satisfies the identity 

(7.1) x2x = xx2 = 0. 

Linearizing, (7.1) becomes 

(7.2) (a o b)c + (bo c)a + (c o a)b = 0. 

As in Section 5, we introduce the parameters p, q, p', q', where 

(7.3) p = ai + a6, q = 0C2 + a6, p' = Pi + ft, q' = ft + ft. 

(7.4) THEOREM. If A £ ^V F(b! C\ Y) is simple then A is a Lie algebra, unless 
p = q, and pf = q''. 

Proof. Let A{+) denote the commutative algebra which results from replacing 
the product ab of A by the symmetrical product a o b. Then A(+) is a commuta­
tive algebra of nil index 3, and by a result of Albert's [2, p. 557], A(+) must be 
nilpotent. Therefore the set T = {t £ ^4|/Ov4 = Oj is non-zero. From the 
identity (7.2) it follows that {A o A)T = T(A o A) = 0. Set Xi = t G T in 
(5.6). Then 0 = p[(xzt) o x2] + \q[(t, x3, x2) + (x2, x3, 0]» f° r all x2, x3 in A. 
But iq[(t, x3, x2) + (x2, x3, 0] = hq[(txz)x2 — t(xzx2) + (x2x3)/ — x2(x30] = 
%q[(txz)x2 + (xzx2)t + (x2x3)/ + x2(/x3)] = q[(txz) o x 2 + (x2 o x3)/] = 
q[{tx%) o x2]. Thus 0 = p[(xzt) o x2] + q[(tx*) o x2; = (p — q)[(xzt) o x2]. 
Similarly from (5.7) we obtain (pf — q')[{xit) o x2] = 0, for all t in T, and 
x2, x3 in A. Thus if p 9^ q, or if p' ^ q', then x$t is in T. This shows that T is 
a left ideal of A. Since T o A = 0, T is a right ideal as well. The simplicity of 
A forces T = A. But then A o A = T o A = 0. Thus 4̂ is anti-commutative 
and hence a Lie algebra because of (5.16). This completes the proof of the 
theorem. 
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