
ON THE INTEGRAL EXTENSIONS OF QUADRATIC 
FORMS OVER LOCAL FIELDS 

MELVIN BAND 

I. Introduction. Let F be a local field with ring of integers Û and unique 
prime ideal (p). Suppose that F i s a finite-dimensional regular quadratic space 
over F, W and W are two isometric subspaces of V (i.e. r: W —> W is an 
isometry from W to W). By the well-known Witt's Theorem, r can always be 
extended to an isometry a £ 0(V). 

The integral analogue of this theorem has been solved over non-dyadic local 
fields by James and Rosenzweig [2], over the 2-adic fields by Trojan [4], and 
partially over the dyadics by Hsia [1], all for the special case that W is a line. 
In this paper we give necessary and sufficient conditions that two arbitrary 
dimensional subspaces W and W are integrally equivalent over non-dyadic 
local fields. We let r be the isometry between W and W and we search for an 
integral isometry cr £ 0(V) such that a\W = r. 

II. Notation and basic concepts. The language and notation used in this 
paper is geometric and follows quite closely with the notation used in [3], thus 
we can reformulate the problem using O'Meara's notation as follows: Let V be 
a regular quadratic space over a non-dyadic local field F, and let L be a lattice 
on V. Let TFand W be isometric sublattices on L. Then we search for necessary 
and sufficient conditions that an isometry a belonging to 0(L) exists such that 
a\W = r. 

For any sublattice / in L, we define s (J) to be the ideal generated by J • J, 
/<**> = {x€J\x-JQ (pk)} and / - L = {x G L\x-J= {0}}. The lattice L admits 
a Jordan decomposition into modular sublattices L = Li 0 L 2 © L 3 0 . . . ®Lt 

such that 5 (Li) D s(L2) D . . . D s(Lt). HL = X) ® Lt is an arbitrary Jordan 
decomposition such that s (L*) = (pl) and if L^ is non-empty, then we define the 
rth. Jordan chain associated with the given splitting of L to be L(r) = 5Z* r̂ Lt 

and the fth inverse chain of L to be L^r)
L = Yli>r Lt. Then L = L ( r ) _L Lir)

±
m 

James and Rosenzweig, in [2], decomposed vectors into critical components as 
described in the following manner. Let v be a primitive vector of L. Then there 
exists a Jordan decomposition of L = ]£ L / such that s(L/) = (p*) if L/ is 
non-empty in which 

k 

v = ^2 Pfivu (v*i is a primitive basis vector in Lx / , ^ ^ 0) 

satisfies the following properties: 
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( A ) / 1 > / 2 > / 8 > . . . > / * = 0; 
(B) / i + Xx < / 2 + X2 < . . . < / * + X* = X,. 
The {\t} are called the critical indices and the {/*} are called the critical 

exponents of v at the critical indices {X*}, respectively. 
If we define ord(z>) = ord(z> • L) and ordK(^) = ord(z> • L(pK)), then James 

and Rosenzweig [2] showed that K is critical for the vector v if 

ord^_i0) = ord^(^) = ovAK+1{v) - 1. 

Note that if two vectors are integrally equivalent, they have: 
(1) the same critical indices, 
(2) the same critical exponents at their respective critical indices. 
For the given vector v, define 

St = X i+1 + fi+i — ft (i = 1, • • • , k — 1). 

Let L = X) 0 Mt be an arbitrary Jordan decomposition of L such that 
s(Mt) = (pl) axiAletv = Y, Phimumi £ Mi being primitive or zero. Then the 
following is true: 

(a) if I = Xy, then ftz = fj (j = 1, . . . , k) ; 
(b) if I < Xi, then ft, è / i + Xi - /; 
(c) if \j < I < X;+1, then 

h > if j whenXy ^ / ^ sjf 
1 ~ \fj+i + Xy+i — I when s j tiki S Xj+i] 

(d) if / ^ Xr, then ht ^ 0. 
LetV(D = ^2i^iphinii. Then if y is integrally equivalent to w, (which we shall 

write v ~ w), then 
(3) ord(z;(s,)

2 - w(sj)*) ^ s, + 2fj (j = 1, . . . ,k - 1). 
James and Rosenzweig showed [2] that conditions (1), (2), and (3) are both 

necessary and sufficient for two primitive vectors of the same length to be 
integrally equivalent. 

Note that if two subspaces W and W are integrally equivalent (which we 
shall write W ^ r W), then rj Ç W is integrally equivalent to t) £ W\ where 
v' = T(TJ) for all rj £ W. Conversely, we shall show that If 77 '—' r(rj) for all 
rj G W, then W ~ W. Since T^has infinitely many vectors, it would seem that 
one cannot make the computations to check for integral equivalence, but by 
reading through the proofs, one can see that there are actually only finitely 
many computations to perform in order to check for integral equivalence of 
quadratic subspaces. 

III. Characterization of completely independent vectors having only 
one critical index. 

Remark. Let W = ûVl + . . . + @i\r and let W = ©^ + . . . + ^ V , 
where rj/ = r(rji). Define 

r r 

Wi = ]C aijVj and w/ = X) « ^ / . 
3=1 j=i 
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Then W ~T W if and only if 

W<D = ûpaiW! + . . . + ÛparWT ~ T WW 

= ûp^Wx' + . . . + ûpa*Wr'. 

Hence, throughout the article we will not distinguish between W and W^\ 

Definition. Let rji, . . . , rjT be a set of vectors in L — ^ Lt and suppose that 
each rjj = X) pajiujt (ujt G L* being primitive). Let each vector rç^ have a first 
critical index at ji with critical exponent ajjl. Then 171, . . . , rjr are called 
completely independent if Wii!, . . . , urri are linear independent over the residue 
class field ©lip). 

Since, by necessity, every 77 £ W is integrally equivalent to T(TJ) £ PF', the 
basis vectors of W are completely independent if and only if the basis vectors of 
W are completely independent. 

LEMMA 1. There exists a set of basis vectors n , . . . , rr of W which are completely 
independent. 

Proof. By induction on the dimension of W. If dim W = 1, the proof is 
trivial. Hence assume that the lemma is true if dim W = r — 1, i.e., 
W = €T)\ + @T<L + . . . + ©rT and r2, . . . , r r are completely independent. 
Choose n = C\t\\ — X ciTi (cu . . . , £r 6 ^ ) , so that n , . . . , rr are completely 
independent. 

Before characterizing completely independent vectors each having only one 
critical index, we state the following useful result. 

LEMMA 2. If L contains the %-modular sublattice J , then J splits L if and only 
ifJ-LQW. 

Proof. See [3,82:15]. 

LEMMA 3. Let rj be a primitive vector in L having only one critical index at s. 
Suppose further that ord(?72) > s. Then there exists a vector t 6 L such that 
v.t = ps, t2 = 0. 

Proof. Since 77 has only one critical index at s, by [2] there exists some Jordan 
decomposition, say L = ]T L / such that 77 £ L/. Choose l Ç Ls' such that 
77 • I = ps. Now consider the vector t = at] + fit. By an application of Hensel's 
Lemma, we can choose a and fi in Û so that t satisfies the required properties. 

LEMMA 4. Let 771, . . . , 7?r be a set of primitive vectors, each having only one 
critical index at s, and are completely independent. Suppose further that 
ord(??i • 77 j) > s. Then there exists a set of vectors {ti} such that 

(1) ti-rn = p\ 
(2) *,-i7, = 0(i*j), 
(3) ti-tj = 0 ( 1 £i,j £r). 

https://doi.org/10.4153/CJM-1970-037-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1970-037-x


300 MELVIN BAND 

Proof. By scaling, if necessary, we can assume t h a t s = 0. By L e m m a 3, we 
can choose W • 771 = 1, / / 2 = 0. Then L = ÛTH + €t\ _L Lc\ Now each vector 
rjj (j ^ 2) can be wri t ten in the following way: 

Vj = otffn + Pjti + y/, v/ G Le'\ 

Vj'Vi = <*m* + pje (p)=>P, G (P). 

Therefore, 772', . . . , y/ are primit ive and it is easy to verify t h a t 772', . . . , 77/ 
satisfy the hypothesis of the lemma in LJ. Hence, by induct ion on the dimen­
sion of L, there exists a set of vectors t2, . . . , tr G L/ which satisfies the lemma 
for the vectors rj2\ • • • , y/- Therefore 

ti-rji = 1 (i = 2, . . . , r ) , 

tt • rjj = 0 (i ^ j) (i = 2, . . . , r ) , 

^ • tj = 0. 

Bu t L = ûVl + û(hf - £ c^O _L L c " , provided c2, . . . , c r G ^ . Choose 
c2, . . . , c r G ^ so t h a t / i = £/ — S CÏ/Ï is orthogonal to the vectors {772,. . . , yr}-
T h u s /1, . . . , tr satisfy the required properties. 

L E M M A 5. Let the basis vectors of W be primitive, have only one critical index 
at 0, and be completely independent. Then there exists a set of basis vectors 
Wi, . . . , wr of W which are completely independent, have only one critical index 
at 0, and the following holds true: 

L = 0wx _L €w2 _L . . . _1_ €ws ± ûws+1 + ûts+l _L . . . J_ ûwr + 0tr _L Le, 

where tt • wt = 1, tt • wk = 0 (i 9^ k), tf
2 = 0 and 

i 

wt = J2 "aw*; dûs), 
k=l 

S 2 - 1 

Wt = J2 atkWk + Z ) <*ikh + Wi (i> s). 
k=l k=s+l 

Proof. Suppose t h a t W = urn + . . . + ûr)r, where 771, . . . , rjr are completely 
independent . We consider three cases. 

Case 1. Suppose t h a t one of the vectors, say 77 x, satisfies the proper ty t h a t 
|??i2| = 1. Then let Wi = 771. T h u s L = ûwi J_ Lc'. Then 

rij = otjWi + 7]/ (j = 2, . . . , r ) , 

where 77/ G L/. Then {TJ/} satisfies the hypothesis of the l emma in LJ and so 
by induct ion our proof is complete. 

Case 2. Suppose t h a t |r?j2| < 1 (1 ^ i ^ r) b u t two vectors, say [971 - rj2\ = 1, 
then let ? î = 771 + 772. Then L = ûw± _1_ Lc"'. Wr i te 

77̂  = cLiWx + 77/', 7)1' G Lc" (i = 2, . . . , r). 

Since {77/'} are completely independent , a simple induction on the dimension of 
the lat t ice completes the proof. 
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Case 3. We are only left with the case that \rji • rjj\ < 1 (1 ^ i,j ^ r). But 
this has been proved by Lemma 4. 

COROLLARY. There exists a decomposition of L = ^ £ / swc/̂  ^ ^ ^ £ LQ. 

Proof. Note that ^Wi JL €w2 J_ . . . J_ ^ w r + <^r is a unimodular sub-
lattice of L. 

LEMMA 6. Let W = ûrji + . . . + @i)r and suppose that each basis vector is 
primitive and has only one critical index at 0. Suppose further that rji, . . . , r)r are 
completely independent. Then there exists a set of vectors {tt} (1 ^ i ^ r) such that 

(1) ti-rji = 1, 

(2) U-m = 0 ( i ^ i ) , 
(3) \t?\ ^ 1 (1 ^ i S r). 

Proof. By renumbering the vectors, if necessary, we can assume that either 
(A) s(W) = s(ûVl) or 
(B) s(W) = . ( ^ ( ^ + 772)) if 5(TT) ^ s ( ^ ) (j = 1, . . . , r). 

Consider case (A). If ord(^i2) > ord (771), then by Lemma 4 our proof is 
complete. Thus we can assume that ord (7712) = ord (771). Hence L = urn _L Lc'. 
Write rjj = ajrji + t\j', where 77/ G LJ (j = 2, . . . , r). Then it is easy to verify 
that rj2fy . • • , Vrf satisfy the hypothesis of the lemma in Lc'. Hence by induction 
on the dimension of the lattice, there exists a set of vectors t2, . . . , tT Ç Lc

f 

satisfying (1), (2), and (3) for the vectors 772', • . • , y/- Let t\ = ^i |^i2 |_ 1 and 
define h = t\ — ^ = 2 crfi. By choosing c2, . . . , cr appropriately in 0,t\, . . . , tT 

is the required set. 

Case (B). Since s(W) = s(û(rji + 772)), by Lemma 4 we can assume that 
|0?i + Vi)2\ = 1. Since w\ = 771 + 772, w2 = 772, . • • , ivT = Vr satisfy the condi­
tions of case (A), there exists a set of vectors h, . . . , tT which satisfy the lemma 
for the vectors W\, . . . , wr. Then h, h + t2, h, . . . , tr is the required set. 

The following three lemmas are a generalization of Lemmas 4, 5, and 6. 
Keeping in mind the value of the lower bound of the exponent of a vector at its 
non-critical indices, these lemmas can be easily proved. 

LEMMA 7. Let r\\, . . . , r\r be a set of primitive vectors, each having only one 
critical index atki,...,kr, respectively, and are completely independent. Suppose 
that if ord(rji) = ord(rjj), then o r d ^ • rjj) > ord (jit) (1 ^ i, j ^ r). Then there 
exists a set of vectors {/*} such that tt • rji = pki, tt • rjj = 0 (i 9e j) and tt • tj = 0. 

LEMMA 8. Let 771,. . . ,r\rbea set of primitive vectors, each having only one critical 
index and are completely independent and such that W = ûrji + . . . + ^77^. 
Then there exists a set of vectors W\, . . . ,wr which satisfy the same properties as 
771, . . . , 77r and such that 

L = ûwi J_ ûw2 _L . . . JL @ws JL ûws+1 + ûts+1 _L . . . J_ Ûwr + ©t7 _L Lc, 
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where 
ti'Wi = pk% 

ti-tj = 0 (s + 1 ^ ij ^ r), 

ti>wj = 0 (i^j), 
and where 

i 

v>i = 2 3 oLijWj (i < s), 
3=1 

s i-1 

wt = 23 « i i ^ + 23 « ^ + #< (i ^ ^), where «^ G Û. 
j=l j=s+l 

Such a set of basis vectors {wt) will be called a canonical set. 

LEMMA 9. Let rji, . . . , rjT be a set of primitive vectors, each having only one 
critical index at ki, . . . , kr, respectively. Then there exists a set of vectors [ti\ such 
that 

(1) tfr,t = pk\ 
(2) /, • r,, = 0, 
(3) ti2 = 0 (modp**). 

The following lemma is the converse of the previous lemma, and thus 
characterizes completely independent vectors having only one critical index. 

LEMMA 10. Let 771, . . . , r}r be a set of primitive vectors having only one critical 
index at ki, . . . , kr, respectively. Suppose that there exists a set of vectors {tt} such 
that 

(1) tt-rii = pk\ 
(2) tt • vj = 0, 
(3) ti2 s 0 (mod£*0. 

Then 771, . . . , t\r are completely independent. 

PROPOSITION 1. Let rji, . . . , rjr be a set of vectors of L, such that each 7]t has a 
first critical index, say at ku for 1 ^ i ^ r, and suppose that the vectors are com­
pletely independent. Then there exists a decomposition L = ]T L{ such that 
Vi G Ltei-iS^for every i, 1 ^ i ^ r. 

Proof. By renumbering the vectors and scaling, if necessary, we can assume 
that 771, . . . , rjgi have first critical indices at 0, rjgi+u • • • > V92 have first critical 
indices at 1, rjgn+i, . . . , 77r have first critical indices at n. By the Corollary to 
to Lemma 5, there exists a decomposition L[n] of L such that 

Vgn+U • • • > Vr £ L(n_D[n] . 

Now consider the vectors rgn_1+1 = Vgn-i+i\L(n-i)[n]
t • • • , r0n = rign\Lin^

nK 
These vectors have only one critical index at n — 1 and are completely inde­
pendent. Applying again the Corollary to Lemma 5, there exists a decomposi­
tion L^*-i i<C w" 1 1 of Ziïn-iLM such that r,n_1+i, . . . , r , n Ç Lw_!^-ii. 
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Continuing in this manner we obtain the lattice 

L = £ Lf j_ L[1] ± L\i] ± . . . j_ L[:] _L E L[r\ 
i^O i>n 

which has the required properties. 

IV. Selection of basis vectors. 

Notation. Throughout the remainder of the article, vectors unprimed will 
refer to elements associated with W and vectors which are primed, e.g. 77', will 
refer to elements associated with W. We introduce the following definitions. 
Define &i (77) and k2 (77) to be the first and second critical indices of 77, respectively, 
if they exist. Let #1(77) and a2(r}) be the first and second critical exponents of 77, 
respectively, if they exist. 

Let s(rj) denote the number of critical indices of 77. Let 

_/ N J°o if s(rj) = 1, 
qW l*2(n) + a2(n) — ax(n) if 5(77) > 1 . 

Choose basis vectors for 1/^as follows: Pick 771 so that 5(771) is maximum over all 
basis vectors 77 G W. Assuming that 771, . . . , 77^1 have been chosen, let Wg be 
the set of basis vectors in W which are completely independent from 771,..., yg-\. 
Choose 77̂  in Wg so that q(rjg) is maximum over all vectors 77 G Wg. Hence by 
induction we obtain a completely independent set of vectors. Such a set of basis 
vectors of W will be called a maximalized set of vectors. 

Renumber the basis vectors so that #(77*) < qiyj) implies i < j . Decompose 
each basis vector as follows. Let r)t = pai{rii)Ti + r\u where pai(r>i)Ti £ L^q^vi)) 

and 77i G L(ff(T7.))
J-. By multiplying each vector rji by pXi for some xf G Z, we can 

assume that a 1(77 j) = a 1 (77 j). Now by adding rjj or — i)j tot) i(j > i), if necessary, 
we can assume that the vectors jr*} are canonical, and 771, . . . , 77r are a 
maximalized set, since q(r)i ± 77j) = q(r]i). 

Throughout the remainder of the article, we assume that the basis vectors of 
W (and, of course, of W by necessity) are chosen in the above manner. 

We now state the following important Cancellation Theorem. 

THEOREM 1. Let Lbe a lattice on the regular quadratic space V, and let U and L" 
be two isometric sublattices of L which split L. Then Lf± = L"L. 

Proof. See [3, 92:3]. 

V. The existence of an extension of the given isometry. 

PROPOSITION 2. Suppose that qfa) = 00 for all basis vectors of W. Then 
W ~ W if y ~ T(T}) =7)' for every 77 G W. 

Proof. There is no loss of generality in assuming that 771 is primitive and 
kiiyi) = 0. We consider two cases. 

( A ) | ^ 2 | = 1 , 
(B) \vi2\ < 1. 
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Case (A). Since |T?I2| = 1, we can write L as follows: L — ûr)i _1_ Lc and 
L = ûrji _L L / . Write I?y = a^i + rjj, rjj G L c and i / / = a/77/ + 77/, 77/ G Lc ' . 
Since rjj • 771 = 77/ • 77/, we obtain otj = a/. By Theorem 1, we obtain Lc ^ L / . 
Since by an easy application of Lemma 9, £ Cjrjj ~ ^ cfi/ for all ct G ^ , by 
induction on the dimension of the lattice, we obtain an isometry G\ G 0(LC, L/) 
such that ci = fjj —> 77/. Define 

Jrçi —>*?/ on ̂ 771, 
i^j ~* ??/ on Lc via ci. 

Then cr is the required isometry. 

Case (B). By Lemma 9, there exist vectors /and t' such that t- 771 = 1 = t' • 771', 
j . ^ = 0 = *' • 77/ (j 5* 1), /2 = t'2 = 0. Write L = Urn + ^ / J_ Lc and 
L = ^77/ + ©t' _L L / . In this decomposition it is easy to verify that for 
j è 2, r)j = Pjt + rjj, rjj G Lc, rj/ = P/t' + rj/, rj/ G L / . Also 

/̂  = P/ = vJ ' vi = v/ - m'-
Once again Lc ~ L / by Theorem 1, and X) CJVJ ~ S CJV/- Hence, by induction 
on the dimension of L, there exists an isometry ai G 0(LC, LJ) such that 
a±: rjj —•» 77y (j = 2, . . . , r) . Define 

(171 - > 17I o n ^771 + < ^ , 

o-y-̂ /', 
(equal to ci on Zc. 

Then <7 is the required isometry. 

PROPOSITION 3. Suppose that one of the basis vectors, say 771, satisfies the 
following properties: 

(1) 5(771) is minimum over all q(rji) (1 S i S r); 
(2) 5(771) > 1. 

Then W ~ W if 77 ~ r(rj) = 77' for every 77 G W. 

Proof. Using Proposition 1, we can choose a decomposition of L so that 
rjj G Lfklçvj)-i) for every basis vector rjj. Renumber the basis vectors, if neces­
sary, so that 771, . . . , rjm satisfy the property that #1(771) ^ <z(*7i) for 1 S i ^ m. 
Then by having chosen the decomposition as mentioned above, we have 
Vm+u • • • , Vr G ̂ (^i))-1. Now write 97, = pa^^Tj + rjj, where pa^^Tj G L(ff(r?l)) 

and Tïy G L^^))-1, for 1 ^ j ^ m. By our choice of the basis vectors, n , . . . , rm 

satisfy Lemma 8. In order to facilitate the notation in the remainder of the 
proof, we will assume that o rd ( r / ) > ord(r^) and if ord(r^) = ord(r^), then 
o r d ^ - • rk) > ord(r ;) . (The case in which several TJ satisfy the property that 
o rd ( r / ) = ord(ry) gives rise to an almost identical proof, and hence is 
omitted.) 

By an application of Lemma 7, there is a family of j ^ ( (1 ^ i ^ m) of 
LU U l )) such tha t / , • Ti = porû^\ tt • Tj = 0 (i ^j), U • tj = 0 (1 ^ i,j ^ m). 
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By necessity, since y\\ ^ rji', we have 

Tl2 = T1'2 (modp*^), 

and since 771 + Vj ~ Vi + *?/> Vi ~ Vj ~ Vi ~~ v/i we have 

Tl • TJ = r / • T / (mod £ff<*i>) for 2 ^ j* ^ w 

and 

n • 17y = 0 = r / • 77/ for j > m. 

Decompose L(q(vl)) as follows: 

where TJ = ajiti + aj2t2 + . . . + OLJ j-itj-i + ry, and fj is primitive. 
By orthogonalization of each hyperbolic plane we can write L(ff(, l )) as 

follows: 

'(ff(i?l)) — + ^ M I ± ÛX2+ ûfx2± . . . ± ÛXm + û»m JL Le, 

where X/ = - j u / = £ o r d ( T ; \ Xj • /z, = 0 and Ûfj + ûtj = ^ A , + <^W In 
this decomposition, 

TJ = PflXi + jjim + . . . + PjjXj + yjjUj (j = 1, . . . , m). 

By our choice of the basis vectors, it is easy to verify, using Lemma 9, t h a t there 
exists a vector t Ç L(ffC,l))

J- such t h a t 
( 1 ) t • 771 = ^ * 2 ( n ) + «2(ui)> 

(2) / - ^ = O f o r j ^ m + 1, 

(3) t2 = 0 ( m o d ^ l ) + 1 ) . 
Now we write L [1 ] = L in the following form: 

Z,[i] = ^ ( X i + « i 0 + <^Mi + ^ ( X 2 + a2t) + ÛH2+ . . . 

where a\, . . . , am lie in © to be determined. In this new decomposition, we 

writer?, = ZP^^jiiX, + att) + £ p^^yj^t + Vj[1], where77/" 6L(ff(7?l))
[1]±. 

Mult iplying 77 y by (A* + a ^ ) for 1 ^ i, 7 ^ m we can solve for bjt and obta in 
the following. 

For j = i = 1, we obtain 

bn 
3llX!2 + a i ^ ( , ? l ) + £ g ( , l ) + 1fill 

(Xi + ai/) 

and for i ^ 2, we obtain 

°li ~~ f\ 1 A 2 ] 
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where du is some quadra t ic polynomial in «i , . . . , am with integral coefficients. 
For j > 1, we obtain 

and 
~ j , 5 ( ' / l ) |_ £ j.ffC'ïlî + l 

/, _ a^j»^ + àjjp f . . 

where ipjt lie in the ring and are independent of a i , . . . , am and 5^ are again 
quadra t ic polynomials in «i , . . . , am with integral coefficients. 

I t is easy to see tha t , by choosing «i , . . . , am appropria te ly , we will obtain 

7)j = pai(vi)TjU] + r\.U] ( j = 1, . . . , m) , such t h a t 

Tl[i] . r / i ] = r / • r / (mod/> f l ( ' l ) + 1) for 1 ^ j S m 
and 

n [ 1 ] • rjj = 0 = r / • 77/ for j > m. 

T h u s by compactness of the group of integral isometries, there exists a decom­
position L°° = L such t h a t 

r i œ • 77 y = r / • rjj, 2 S j ^ m, 

ri°° • rjj = TI - rjj = 0, j > m. 

Wri te L°° = ^ n œ + ^ / r _L L™, where ^ • n œ = ^o^(*i(^)), / ^ . r / ° = 0, 
/i°°2 = 0, and L = an' + ûh' ± Lc\ with h' chosen similarly to / i œ . 

Define 

J Ti - ^ Tl , 

Wri te 77; = oijt™ + 77;00, 77/° G Lc
œ (j > 1) and 77/ = a/t' + 77/, 77/ Ç L / . Then 

since ]T £^7/° ~ S £./*?/ a n d Lc
œ ~ Lc', by induction, there exists an isometry 

0-2 6 0(LC°°, L / ) such t h a t o-2: 77/" - * 77/. Let 

o-i on Un + @hœ, 
(72 on Lc°°. 

Then 0- is the required isometry. 
Combining Proposit ions 2 and 3, we obtain the following result. 

M A I N T H E O R E M . Let W and W be two isometric subspaces. Then W ~ W if 

and only if 77 ~ 77' for all rj £ W. 

By the proofs of Proposit ions 2 and 3 one can see t h a t in order to check for 
integral equivalence of the subspaces W and W i t is necessary and sufficient to 
check for complete independence of W and W restricted to a finite number of 
sublatt ices of L and only finitely many vectors of fl^and W for critical indices, 
critical exponents, and congruence relations. 
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