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Abstract

We establish some interesting duality results for Markov-modulated fluid flow models.
Though fluid flow models are continuous-state analogues of quasi-birth-and-death
processes, some duality results do differ by the inclusion of a scaling factor.
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1. Introduction

A Markov-modulated fluid flow (MMFF) model is a real-valued stochastic process with
piecewise-linear paths whose instantaneous rates of change depend on the state of an associated
continuous-time Markov chain called the phase process. In [15], Ramaswami established a
strong connection between such processes and quasi-birth-and-death (QBD) models [8], [12],
[13], which are discrete state space processes on the integers modulated by a Markov chain and
which change by at most one unit up or down in each step. That connection was exploited by
Ramaswami in a series of papers [1]-[5], [16] with several coauthors to obtain detailed steady
state and transient analyses with powerful algorithms for both bounded and unbounded fluid
flows; see the references in those papers for related work by Asmussen [7] and many others. In
this paper we explore one further similarity between MMFFs and QBD processes through a set
of duality results involving time reversal. Surprisingly, however, there are subtle differences in
the duality results, making reliance on mere intuition somewhat hazardous.

In the case of QBD processes, the main duality result [14], which has found many uses [17],
is one that relates the density of a first passage time to a downward level in a QBD process and
the Markov renewal density in a dual QBD process of taboo visits to an immediately upward
level. The dual of a QBD process is obtained by reversing the sequence of phases, changing
upward jumps of levels into downward jumps and vice versa [14]; this is tantamount to looking
at paths backwards in time [9] (see Figure 1(a)). Specifically, denote by g(i, j, n) the probability
that a first passage in the original QBD process from the state (1, i) to level 0, which is the
set of states of the form (0, k), occurs at step n and through a visit to the specific state (0, j).
Denote by r(j, i, n) the probability that at step n the time-reversed QBD process is in state (1, i)
avoiding the level 0 in the time interval (0, n], given that it started in (0, j) at time 0. Then we
can show that 7 (i)g(i, j,n) = w(j)r(j, i, n)—in matrix notation G = A;IRTAn—where
7 is the steady state probability vector for the phases, A is a diagonal matrix with 7 on the
diagonal, and R stands for the transpose of the matrix R.

Here, some duality relations for fluid models are shown. They are governed by almost similar,
albeit somewhat different, equations involving not only the time reversal of environmental states
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FIGURE 1: Viewed left to right, we have a first passage from level 1 to level 0; read backwards, ups
and downs are reversed, and the reversed path can be viewed as a visit (not necessarily the first) in the
time-reversed process from 0 to 1 avoiding 0.

but also some scale changes. As an example, we obtain
T ([De@W(, j,$) =7(e(HY! G, i, 5),

where W (s) and W¥(s) are the transforms of the respective return time distributions to level 0
in a fluid model and its time reversal. Note that the corresponding results for a QBD process,
whether in discrete or continuous time, would not have a scaling factor (the c(i) terms) in the
duality formula. The apparent anomaly of the appearance of the additional scaling factors is
perhaps explained by the difference between thinking in terms of ‘kinematic states’, which
only describe the position of a particle, and ‘dynamical states’, which also include local
velocities (see Figure 1(b)). See also the interesting discussion in Etter [11] which shows
the relevance particularly in time-reversal arguments of these distinctions, well recognized
by quantum physicists. In the QBD process case, the velocities being unity do not show up
explicitly in the duality results. An explanation of this can also be given in terms of the change
of variables discussed in [4]; see Theorem 3.2.1 and Remark 3.2.3 therein. In any case, ignoring
this and relying only on intuition based on the consideration of kinematic states alone, such as
in Figure 1(a), can indeed lead to erroneous conclusions.

1.1. The primal model

Assume that § = {J(¢), t > 0} is a continuous-time, irreducible Markov chain with finite
state space S = S1 U S> U S3 and infinitesimal generator Q. Then, when partitioned according
to the sets S;, Q has the form

011 Qi QO3
O=102 0Oxn 0
031 O3 033

Specifically, the submatrix Q;; contains the elements Q (7, s) of the infinitesimal generator with
r € S;i and s € §;. (Throughout, for any matrix A, we shall denote its elements by A(i, j) or
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by [A];;, and reserve the notation A;; for the submatrix of A with row indices in §; and column
indices in §;. Similarly, for a matrix function A(s), we shall denote its (i, j)th element by
A(i, j,s) or by [A(s)];;, and reserve the notation A;;(s) for the submatrix of A(s) formed by
row indices in §; and column indices in S;.)

We assume that c(i), i € S; U S, is a set of positive constants and that a fluid process
{F(t), t > 0} evolves in such a way that during sojourn of ¢ in state i € Sy, the fluid level
increases at rate c(i); during sojourn of ¢ in state i € S, the fluid level decreases at (absolute)
rate ¢(i); during sojourn of ¢ in state i € S3, the fluid level remains constant. Note that, when
J(t) =i € $,, the instantaneous rate of change of F(-) at f is given by —c(i) < 0.

The pair (¥, §) shall denote the bivariate process {(F(¢), J(¢)): t > 0} and will be referred
to as the primal model with associated parameters (Q, r), where the vector of fluid rates
r = (c1, —c¢2, 0;s;) with 0, denoting a zero vector of order 7.

1.2. The dual model

Let 7 denote the stationary probability vector of the Markov chain g, that is, 7 is the unique
positive vector satisfying w Q = 0 and w1 = 1, where 1 is a column vector of 1s of appropriate
dimension. We can partition 7 as & = (7, 72, 73), wWhere ; is the subvector of components
of & for states in the set S;. Also, we denote by A, a diagonal matrix with 7 on the diagonal.

Given the primal flow as defined earlier, its dual fluid flow (F d gd ) is defined as the
fluid flow with parameters (Qd, rd), where Qd = A;l QTAn, rd = —r, and QT denotes the
transpose of the matrix Q. The Markov chain ng governed by Q¢ can be considered as the time
reversal of the Markov chain ¢, and, furthermore, the relationship in the fluid rates entails that
in the reversal g¢ the sets of ascent and descent have also been interchanged. This corresponds
to ‘looking at the paths in reverse’, similar to what was done in Figure 1.

Our goal is to examine the relationships that govern various first passage times and Markov
renewal functions in a primal-dual pair. But before we get to our main results, we set some
notation in line with our earlier papers. Let C;, i = 1,2, 3, and C denote the set of diagonal
matrices given by

C1 = diag(c(@), i € 81), Cy = diag(c(i), i € S), C3 = Iigy),
where [, is an identity matrix of order n, and
C = diag(Cy, C3, C3).

For a distribution function «(z, x) over ¢ for given x, &(s, x) shall denote the Laplace—
Stieltjes transform (LST) of o with respect to #. Unless otherwise stated, the argument s of
such transforms is assumed to be such that Re(s) > 0.

We also use the notation P,; and Ey; to denote the conditional probability and conditional
expectation, respectively, given that F(0) = x and J(0) = i. Finally, ,P,; and ,E,; shall
denote the taboo conditional probability and taboo conditional expectation, respectively, given
that F(0) = x and J(0) = i, and are taken over paths wherein the MMFF avoids the fluid
levels [0, y] (except possibly at time 0).

2. Some kernels and first passage times

We recall some key kernels and first passage time results for fluid flows from our prior work.
For completeness, we shall occasionally provide a sketch of their proofs but, for ease of reading
and for maintaining the flow of ideas, shall use only simple arguments as in [4]; more rigorous
and formal proofs can be given using stochastic discretization methods [2].
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2.1. Busy period
A basic quantity in the analysis of the fluid flow model (¥, &) is the matrix W (s) of order
|S1] X |S2], whose (i, j)th element, i € S and j € 3, is the LST
[V (s)]ij = Eoile ™" x{J(r) = j}l,

where 7 = inf{t > 0: F(¢) = 0} and x{A} denotes the indicator function of the set A. The
quantity 7 is often called the busy period of the fluid flow, and W (s) gives the joint distribution
of 7 and the phase at 7, given the phase at the start of the busy period. We have, in [3],
developed a powerful algorithm to compute the matrix of transforms W (s) in terms of which
we can evaluate a very large number of transient results of interest; see the cited references in
[1]-[5], and [16]. For other algorithms for W (s), see [10].

2.2. Downward passage times

We can also consider the first passage to fluid level O starting at any fluid level x > 0. To
this end, let .
[G(s, 0)]ij = Exile " x{J (z) = j}I,
where t is the first entrance time to level 0. The associated distribution functions G (¢, x) give
the probabilities of a first passage to 0 before time ¢. Partitioning G(s, x) according to the
sets S;, i = 1,2, 3, we obtain from the fact that fluid level decreases only in states of S the
structure

0 Guas,x) 0
G, x)=10 ng(s,x) 0
0 Gun(s,x) 0

Furthermore, we can easily establish the following result.
Theorem 1. Forx > 0,
@ Gra(s, x) = ¥(5)Gals, x),
(®) Gx(s,x) = (51 = 0337 03161205, %) + (51 = 033) 7' 032G (s, %),
(© Gns, x) = e"O% where
H(s) = C; ' (@ —sD) + C5 ' 0o3(sT — 033) "' 03
+1C5 ' Qo1 + €51 023G — 033) 7' Q311¥ ().
Proof. For the proof, we refer the reader to [2] and [4].

Remark 1. Note that, when S3 is empty, as indeed occurs in many applications, all relevant
results are obtained by simply dropping from the formulae all terms involving the set S3.
Also, when §3 is nonempty, the invertibility of (s — Q33) for Re(s) > 0 follows from the
irreducibility of the Markov chain .

2.3. Counts of taboo upward visits

For x, y > 0,let N; (¢, x + y) denote the number of visits of (¥, §) to the state (x + y, j)
in the time interval [0, ¢]. Let

[CD(I,X,X'F,Y)]UZxExz[NJ(t,x+y)], tZO,

9
[, x,x +y)]ij = 5[<I>(t,x,x+y)]ij, t>0.
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We recognize the matrix ® (¢, x, x + y) to be a (taboo) Markov renewal kernel counting the ex-
pected number of visits to upward levels and ¢ (¢, x, x + y) to be the associated Markov renewal
density. From standard results in Markov renewal theory, we may interpret [¢ (¢, x, x + y)];; d¢
as the elementary probability that, starting in (x, i), the MMFF visits (x + y, j) in the time
interval (¢, t + dt), avoiding the set [0, x] of fluid levels in the time interval (O, 7].

Note that, for y > 0, the submatrix ®;;(¢,x,x +y) = Ofori = 2,3 and j = 1,2,3,
because if the MMFF starts off in an environment state in S U S3 then the process either stays
at the initial fluid level for a positive amount of time or must cross the initial level at least
once before hitting x + y, and the required taboo visits do not occur. Since the flow rates and
transition rates do not depend on the fluid level, we can also assert that

D(t,x,x+y)=2(,0,y).

Now, if we denote by CfD(s, x) the LST of @ (¢, 0, x) with respect to time ¢ and a transform
variable s, then ®(s, x) has the following partitioned form:

. Di1(s,x) Pials,x)  Prals, x)
D(s,x) = 0 0 0
0 0 0

We also have the following theorem [2].
Theorem 2. We have
(@ ®11(s,x) = KO,
(b) ®ia(s, x) = eKO¥w(s),
(©) ®13(s,x) = [D11(s, )C7 ' Q13 + D125, X)C5 ' Qa31(sT — Q33) ™", where

K(s)=C7Qun —sD)+C'i6T — 0337103
+W)IC; 021+ Cy 0a3(sT — 033) 71 0311 (1)

Proof. For the proof, we refer the reader to [2] and [4].
2.4. State distribution at time t
Defining

d
[U(I»x)]ijZEOPOi[F(I)SXv J(@®) =Jl, i €81, €S,

it is easy to see that [v(z, x)];; dx is the elementary probability that at time ¢ the fluid level is
in (x, x 4+ dx) with phase in j and has arrived there without returning to level 0, given that the
process started in state (0, /). We also introduce the associated Laplace transform

[0(s, x)]ij = /(‘)00 e [u(, x)];; dr.

These quantities define, in turn, the matrices v(¢, x) and 0(s, x), respectively, which are all of
dimension |S| x |S].

The next theorem provides an important relationship between the state densities given by
0(s, x) and the Markov renewal densities of <i>(s, x). This was proved as Theorem 3.2.1 in [4]
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using a Kolmogorov differential equations approach, and also in [2] using a more rigorous
treatment based on stochastic discretization. This result is indeed related to a change-of-
variables formula in integration, and underlying it is the simple fact that in phase i, a small dr
increment in time results in a dx = %¢; df change in the fluid level.

Theorem 3. Forall x > 0 and Re(s) > 0, when we partition the matrix 0(s, x) as
0(s, x) = [011(s, x) | D12(s, x) | D13(s, )],
according to the sets S;, 1 <i < 3, the submatrices are given by the following formulae:
(s, x) =P, NCT Bl ) =P, 00 sl x) = disls, x).

3. Duality

Recall that in the dual process (F¢, g%), the phase process g is the time-reversed version
of ¢ in the primal and has the infinitesimal generator Q¢ = AZ'QT Ay, where 7 is the steady
state probability vector of ¢ and A, = diag(w). If we consider partitioned submatrices then
we can easily observe that, for i, j = 1, 2, 3,

0, = ATQj1TA),  where  A; = diag((k), k € Sp). )

In the dual process, the fluid level decreases at rate c(i) for a phase i € Sy; the fluid level
increases at rate c(i) for aphase i € S;; fori € S3, the fluid level remains constant. Now, if we
define for the dual process the transform matrices W (s), Ci>d(s, x), and G4 (s, x) as analogues
of the transforms W(s), <i>(s, x), and G(s, x) of the primal, then we get the following two
corollaries immediately from Theorems 1 and 2 applied to the dual process.

Corollary 1. Forx > 0,
@ G\ (s, x) =0,
(b) G4,(s,x) = W (s)GY, (s, x),

© GG, x) = (sI — 04)7104,G4 (s, x) + (s — 043) 7' 04, G4, (s, x), where H (s) is
given by

H(s) = €710, —sD) + €' Q351 — %) 7' 04,
+1C7 0% + €11 Q161 — 05) 7 051w (). (3)
Corollary 2. For s with Re(s) > 0 and x > 0, we have
(@) &4 (s.x) = K Orwd(y),
() daa(s,x) = KO,

(©) ®a3(s, x) = [P21(5,0, 0)C] " O3 + a5, 0, ) C5 ' QL 1(sT — Q%) 7", where K(s)
and W4 (s) satisfy the following equation:

K'(s) = C;1(0%, —sI) + C; ' 05 (s1 — 0%3) 7' 0,
+wi(o)Cr 0d + 7 04T — 0% 0%l

A key result we need is the following.
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Lemma 1. For Re(s) > O, the matrix \V(s) satisfies the equation

0=C'0n+C 01361 - 033) 7' 0%
+W(S[C; (02 — D)+ C5 ' 023(sT — 033) ' O3]
+1C7NQ1 —sD) + €71 Q13(sT — 033) 7' 0311 (s)
+W)IC; Qa1 + €5 02351 — 033) 7 031 1% (s). (4)

Furthermore, for s > 0, the matrix V (s) is the minimal nonnegative solution of (4).

Proof. We derive (4) using a Markov renewal argument; for a proof of the minimality result,
we refer the reader to [10]. Every busy period should end with an interval of time wherein the
phase process lies within the set S, U S3, which is the set of no further ascent for the fluid.
Conditioning on the amount of fluid y and the phase at the beginning of such an interval, we
can write

W(s) = /0 KOO+ O13(T — 033)” 0320”0 dy, (5)

where D(s) = C; ' (Q22 — sI) 4+ C5 ' Q23(sI — Q33)~' Q32. Multiplying both sides by D(s)
and performing an integration by parts yields

W(s)D(s) = —Cl_l(le + Q13T — 033) 7' 032) — K(5)W(s),
and (4) then follows upon substituting K (s) given in (1).
Applying the above result to the dual process immediately yields the following corollary.
Lemma 2. For Re(s) > 0, the matrix \i/d(s) satisfies the equation
0=Cy'0f +Cy' Q%51 — 0%) 7' 05

+ W OICTHQf) —sD + €T Ol s1 — 0437 0411

+1C51(Q% — sI) + € 05:(s1 — 0%3) ' 0519 (5)

+WioICT 0, + Cr 0361 — 047 Q51w (). (6)

Furthermore, for s > 0, W (s) is the minimal nonnegative solution of (6).

We are now ready to state and prove our first duality result.

Theorem 4. For s with Re(s) > 0,
W(s) = ATCT W (5)] T CaAs.
Proof. Transposing both sides of (6) and using the relations in (2), we obtain

0=Cr'Qu+Cl Q6T — 033) 7' 0%
+WH(S)[C5 (Q2 — sI) + C5 ' Qo3(sT — 033) ' 032]
+ICTN (O —sD + €7 Qi3] — 033) 7' 03119 (s)
+WHS[C5 ! 021 + C5 1 0a3(sT — 033) 7' Q3110 (s),
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where W*(s) = AIICfl (W9(s))TCaA,. This shows that Af]Cfl (W4 (s)TCaA, is a solu-
tion of (4). From the minimality of W (s) for s > 0, we can see that

[W(s)li; < [AT'CH(W9(s) T CaA);; foralli € Syand j € Sy, s > 0.

Similarly, we can show that C2_l Az_l (¥(s)) " C1 A isasolutionof (6) andalso, foralli € S; and
J €82, [0 A (W(s) TCr1A1ji = [W9(s)];i, which is equivalent to

[W(s)]i; > [AT'CT Wi (s))TCrA);; foralli € Spand j € Sh, s > 0.
The two inequalities together yield
W(s) = A7 CTN W) TCaA,
foralls > 0, and, by an analytic continuation argument, the above holds for all s withRe(s) > 0.

Theorem 4 enables us to derive many other duality results of which the following are some
examples.

Theorem 5. For s with Re(s) > 0, the matrices K (s) and H (s) are related to the matrices
K4(s) and H? (s) through the equations

K(s)=A7'Cr HATCrA (7)

and
K9(s) = AT O H (5)]T CaAs. (8)

Proof. Substituting the value of H d(s) given in (3) into the right-hand side of (7), and using
Theorem 4 and the relations given in (2), we see that the matrix Al_lC N ! [H d (s)]TC 2 As equals
the right-hand side of (1), which is indeed K (s) by that equation. Equation (8) is immediate
by applying (7) to the dual upon noting that the dual of the dual is indeed the primal.

Theorem 6. Fork =1,2,3,
Dip(s, x) = ATICTGY (5, 01T Cr Ay

Proof. This result is an immediate consequence of Theorem 2, Corollary 1, Theorem 4, and
Theorem 5.

The analogue of (5) for the dual yields
d OO Ki(s)y ~—1p nd d d \—1 d 1.D%Gs)y
We(s) = o € C2 [Q21 + Q23(51 - Q33) Q31]e Ydy,
where D4(s) = Cfl(Q‘f1 —sI) + Cfl Q‘f3(sl — Q‘313)_1 lel. Taking the transpose in the

above equation, pre-multiplying the result by Aflel, and then post-multiplying by A,>C3,
we immediately get from the duality results the equation

o0
W(s) = / Ve Q1 + Qi3GT — 033) 7 0301 dy, 9)
0
where

Us) = ATICT DY) TALC = €71 Q11 —sD) + €71 Qi3(sT — 033) 71 031
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Equation (9), which forms the starting point of some analysis in [10], is based on conditioning
on the first exit time from the set 1, as opposed to (5), which is based on the last exit time.

We conclude this paper by noting some connections of the duality results with the change-
of-variable technique (see [4] and [16]) involved in converting various formulae based on time
dynamics into formulae based on space dynamics. Note that from our duality result (7) we
easily get the equation

eK(s)xC]—I _ Al—l(eH‘l(s)xcl—l)TA]. (10)

With the interpretation of vy (s, x) dx = eKG)x C1_1 dx in Theorem 3, note that the above is
a comparison of two spatial densities at fixed time points ¢ and involves only a time reversal.
Stated in the form of (10), as in the case of QBD processes, the duality result for fluid models
also involves only a time reversal. Unlike this, the other duality formulae presented earlier
compare two densities over time at fixed points in space, and such comparisons become valid
only with an appropriate scaling related to the change of variable. In short, the use of duality
results for fluid models requires much greater care.
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