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SURJECTIVE LINEAR MAPS 
BETWEEN ROOT SYSTEMS WITH ZERO 

D. Z. DOKOVIC AND NGUYÊN Q. THÂNG 

ABSTRACT. If R\ and Rj are root systems and there is a linear map which maps 
R\ U{0} onto #2U{0} we write R\ —+ Ri. We determine all pairs (R\, Ri) of irreducible 
root systems such that R\ —•> R2. 

1. Introduction. Let R( (i = 1,2) be a root system in the sense of Bourbaki [Bo, 
Chapter 6], which is not necessarily reduced, and Vt the vector space spanned by Rt. 
(Without any loss of generality, we may assume that the field of characteristic 0 used in 
the definition of root systems in [Bo] is the field Q of rational numbers.) We say that R\ 
dominates R2 if there exists a linear map u: V\ —» V2 such that u(R\ U {0}) = Ri U {0}, 
and then we write R\ —> R2 ov just R\ —» R2. If R\ does not dominate R2 we write 

This relation between root systems occurs naturally in the study of semisimple sub-
algebras of complex semisimple Lie algebras. In fact, let 92 be a semisimple subalgebra 
of a semisimple complex Lie algebra Q\ and choose Cartan subalgebras I), C g, such 
that §2 C I)i. Assume that the weights of Q\ (considered as a g2-module via the ad­
joint representation of g 1) are 0 and the roots of g2. Then the restriction map Ij* —* \)\ 
maps R\ U {0} onto R2 U {0}, i.e. we have R\ —> R2 where Rt is the root system of g, 
with respect to I),-. Thus the classification of such pairs (gi, g2) leads to the study of the 
dominance relation between root systems. 

The above relation between root systems is the Lie algebra analog of the follow­
ing well-known relation between the root system and relative root system of reductive 
groups. (For all standard notions and notation used below we refer to [B], [Ti].) Namely, 
let G be a connected reductive group defined over a field k, S a maximal £-split torus 
contained in a maximal A:-torus T of G. Let O = 0(7, G) (resp. kQ> — <D(S, G)) be the 
root system of G relative to T (resp. S). Let p:X(T) —> X(S) be the restriction map of the 
character groups. Then p(0 U {0}) = *<!> U {0} and so O —>k O. 

It is natural to ask 
(a) whether or not we obtain all possible relations R\ —> R2 in this way, and if not, 
(b) how to find all of them. 
It turns out that not all relations R\ —-• R2 arise in this way. Our main result (see the 

Main Theorem) is the determination of all pairs of irreducible root systems (R\,R2) such 
thattfi -^R2. 
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26 D. Z. DOKOVIC AND N. Q. THANG 

The notation concerning root systems, such as their simple roots and Dynkin diagrams 
are the same as in [Bo, pp. 250-275]. We recall that there are up to isomorphism only 
five infinite series of irreducible root systems, namely A„, n > 1; Bn, n > 2; Cn, n > 2; 
Ai, n > 4; and BC„, n > 1 (not reduced); and five exceptional root systems E6, £7, 
Es, F4 and Gi. AH these root systems are pairwise non-isomorphic, except for 2?2 and 
C2. We denote by I the set of isomorphism classes of root systems and by Z1IT its subset 
corresponding to irreducible root systems. 

2. A partial order on S. In this section we relate the dominance relation to order-
ings of root systems and show that R\ —> R2 and R2 —• R\ imply that R\ and R2 are 
isomorphic. Consequently we obtain a partial order on S. 

If it is a root system then ZR will denote the root lattice. We denote by n = 
{a\,..., a„} a base of R and by R+ the set of positive roots of R with respect to IT. 
By Z+n we denote the set of all linear combinations a = a\(X\ + • • • +anotn with nonneg-
ative integral coefficients a,. This element will be denoted also by the symbol a\ • • • an. 
The sum of all coefficients a\,..., an is the height ̂  h(a), of a. For a, /3 G ZR we write 
c r > / ? i f a - / 3 e Z J L 

PROPOSITION 1. Let(R\, V\)and(R2, Vj) be root systems andu: V\ —» Viadominant 
map. If II2 is any base of R2, there exists a baseH\ ofR\ such that w(7?{U{0}) = Rtyj{0}. 
In that case u{Yl\) D TÏ2. 

PROOF. Let / : V2 —• Q be a linear function such that/(/?) > 0 for all (3 G IT2. 
Then g := fu is a non-zero linear function on V\. Hence we can choose a base TTi of 
Rx such that g(a) > 0 for all a G TIi. Thus if a G TIi and f3 = u(a) G R2 U {0} then 
f(p) = g(a) > 0. Consequently /3 G R?2 U {0} since/(7) ^ 0 for all 1 e R2. This proves 
the first assertion. 

Take any /3 G IT2. There is a root a £R\ such that w(a) = (3. Let ITi = {a\,..., a„} 
and a = A:iOfi + • + &wa„ with £,- nonnegative integers. Since w(ITi) Ç iÇ U {0} a n d 
&i/*(w(ai)) + • • • + knh(u(an)) = h(J3) = 1 it follows that kih(u(oci)) = 1 for some / and 
kjh(u(ctjf) = 0 for y ^ /. Hence /? = w(a,) and the second assertion is proved. • 

PROPOSITION 2. Let R\ A #2 wiYA #1 irreducible. Then R2 is irreducible. If bases 
IT/ C Rt are chosen as in Proposition 1 then u(a) = /?, where à (resp. ft) is the highest 
root of R\ (resp.R2). 

PROOF. Let fi G R2 be arbitrary and choose a e R\ such that u(a) = /?. Then 
à - a G ZH-TTI. Since w(7?| U {0}) = R2 U {0}, it follows that 

M(a) - /? = u(a - a) G Z+U2. 

Therefore R2 is irreducible and u{à) = fi. m 
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MAPS BETWEEN ROOT SYSTEMS 27 

PROPOSITION 3. IfR\ —• Ri andRi —> ^1 , f/*e« R\ andRi are isomorphic. 

PROOF (DUE TO R. STEINBERG). Clearly u must be an isomorphism of vector spaces. 
Consequently R\ and Ri have the same rank and cardinality. Without any loss of gener­
ality we may assume that R\ and Ri are irreducible. By Proposition 1 we may assume 
that bases nf- C Rt are chosen so that u(R\ U {0}) = B% U {0}, and so w(lli) = Iï2. Let 
111 = {<*!,...,<*„}. 

Denote by 07 the reflection with respect to the root a,-. Since R\ is invariant under 07, 
and o"i(a/) = a.j — 2a,(ay, a;)/(a,-, a,-), it follows that, for / ^ 7, — 2(ay, «/)/(«/, a,-) is 
the largest integer m such that ay + ma, is a root. If/?* = w(a*) then 

If (a7, a/) ^ 0, then 

(aj^Kauat) = (0j9Pi)/(Pi9Pi). 

{PM^aù = U3j,Pi)/(aj9ai)=A9 

where ̂ 4 is independent of/. Since 111 is irreducible, ̂ 4 is also independent of 1. In other 
words, up to a change of scale, u is an isometry and hence an isomorphism in the sense 
of root systems. • 

The dominance relation is obviously reflexive and transitive. In view of Proposition 3, 
the relation that it induces on 2 is also anti-symmetric, and so we obtain a partial order 
on Z, which we continue to call dominance. 

In the proofs below we often refer to highest roots. For convenience of the reader they 
are listed in Table 1. 

Root system 

An 
B„ 

BCn 

1 Cn 

D„ 

Ee 
Ei 

Es 

F4 

1 G2 

Highest root 
111 - 111 
122•••222 
222•••222 
222-•-221 
122---211 

122321 
2234321 

23465432 
2342 1 

32 

TABLE 1 

The Hasse diagram gives a pictorial representation of a partially ordered set, see [BS, 
p. 5] for a precise definition. Our main result is a detailed description of the partially 
ordered set Zirr introduced in the previous sections. 

MAIN THEOREM. The Hasse diagram of the partially ordered set Zirr is given on 
Figure 1, except that the arrows D„ —•» A2 have been omitted for the sake of simplicity. 

The proof will be given in the remaining two sections. 
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28 D. Z. DOKOVIC AND N. Q. THANG 

A9 : - BC5 '• : Z)9
 : B9 

Ax BCX 

FIGURE 1. DOMINANCE RELATION IN Eirr (Dn—>A2 OMITTED) 

3. The relations R\ —» 7?2- In the sequel we shall use the following notation. As­
sume that R\ —* i?2 with ̂ i and i^ irreducible. We shall denote by 11/ a base of/£,-, which 
are chosen so that w(i?{ U {0}) = R\ U {0}. By a, (resp. /?/) we denote the elements of 
111 (resp. II2) and by d (resp. fi) the highest root of R\ (resp. R2). Consequently we have 
u(a) = 0. 

The tables of all relations R\ —+ Ri'm £irr, which can be obtained by using the 
method described in the Introduction, can be found in many references, e.g. [OV, Table 9, 
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MAPS BETWEEN ROOT SYSTEMS 29 

pp. 314-317], [Se, pp. 129-135], [St, Theorem 32], [W, pp. 30-32]. From these tables 
we obtain the following lemma. 

LEMMA 4. The following relations hold: 

a) Mn —* BC„, n > 1; A2n-\ —> Cn, n> 2; 
b) Bn-*Bn-i,n>2; 
c) DH-+Bn-x, n > 4;D2n ~*Cn,n> 3; 
d) E6 —> A2, E6 —> F4; 
e) E-] —-> C3, Ej —* F4 ; 
f)Es^F4. m 

This lemma justifies some of the arrows in Figure 1. The remaining arrows in that 
figure are justified by the next lemma, where R—>(S,...9T) means that R—+S9...,R—> 
T. Similarly R -f* (S , . . . , T) will mean that R -^ S,...9R-f*T. 

LEMMA 5. The following relations hold: 
a) An —• An-\, n > 2; A3 —> G2; 
b) B2n->BCn, n > 2;B3 -> G2; 
c) BCn —> BCn-i, n > 2; 
d) C2-*AX; Cn->BCn.h n > 2; Cn - • Cn-\, n > 3; 
e) Dn -*A2,n> 4; D2n+l -+Cn,n> 3; 

J9 ^ 6 ^ C 2 ; 
g) F4 — {BC2, G2); 
h) G2-^BCh 

PROOF, a) To obtain An —> A„-\ we just map a\ to zero and ai+\ —> /J,- for all 1. 
More generally for any7, 1 < 7 < «, we have a dominant map v4„ —» ^4„_i such that 
at -» ft if/ <y; <*/ -» 0; and at —> ft_i if « >y. 

For^3 —> G2, we map <*i —» /32, a2 —• ft, a3 —> /?2 + 2ft. 
b) For #2„ —• BCn, we map a2,_i —> 0 and a2i —* ft for \ <i <n. 
For #3 —* G2, we map ai and a3 —> ft and a2 —-> /32. 
c) For BCn —» BCn-\, we map ccn —* 0 and a, —> ft for i < n. 

d) For Cn —> BCn-\, we map a„ —> 0 and a, —• ft for / < «. 
For Cn —* C„-\, we map a\ —» 0 and a/+i —> ft for all /. 
For C2 —>i4i, we map a\ —» 0anda 2 —• ft. 
e) For Dw —> ^2 , we map an_i —• ft, aw —• /32 and a, —> 0 for 1 < n — 1. 
For D2n+\ —• C„, we map «i —* 0, cr2/ —> 0 and c î+i —> ft for 1 < / < w. 
For the remaining cases we map the simple roots as follows: 

E6 —> C2: a5 —• ft, a6 -* ji2\ 
F 4 - ^ 5 C 2 : a 1 - ^ / 3 1 , a 4 - > / 3 2 ; 
F4 —» G2: ai —> ft>, a2 —> ft; 
G 2 - + £ C i : a 2 - > f t ; 

and map all other simple roots to zero. • 
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30 D. Z. DOKOVIC AND N. Q. THANG 

4. The relations R\ -£> R2. We prove here the non-existence of dominant relations 
between various irreducible root systems. The proofs are more difficult than the existence 
proofs given in the previous section. 

LEMMA 6. The following relations hold: 
a) Anlk(B3,F4); 
b) Bn^(A29C39Dk); 
c) BCn^{Ax,G2); 
d) Cnl^(A2,B3,G2); 
e) Dn-^(A^,Dk\n>k. 

PROOF. Each of the assertions above has the form R\ -fr R2. We shall assume that 
R\ —> R2 and obtain a contradiction. We choose bases 11/ C Rj such that w(7?J U {0}) = 
R+

2 U {0}. 
a) Assume that A„ —» #3 for some n and let n be minimal. The minimality of « implies 

that w(lli) C #3 (see the proof of Lemma 5, part a)). Let at —-> f32. Since (3 = 122 
and d —-> /3, there exists a unique j ^ / such that u{aj) > (32. Let, say, / < j and let 
a = af + • • • + ocj. As a G .4+, we have w(a) G #3. Since w(a) > 2(32 and /3 is the only 
root of BT, which is > 2(32, we conclude that u(a) = J3. Hence w(d — a) = 0 and so / = 1 
andy = n. Since w(Tli) D 112 and a' := a — oc\ — a„ G A*, we have u{a') = /7/3i + gft 
with/?, # > 0. Asp(3\ + ̂ 3 ^ #3, we have a contradiction. 

Assume that y4„ —•» F4 with « minimal. Note that /3 = 2342 G F4 is the only root 
of F4 which is > 2/31. As above we may assume that a\ —> /?j, and w(orw) > /3i. Then 
w(a/) ^ /3i for 1 < / < n and consequently u(A„-2) = C3 where An.-2 respectively C3 
are root systems with bases {a2,..., an-\} respectively {/?2, /?39/?4}. This implies that u 
maps the highest root a = a2 + • • • + ar„_i of An-.2 to the one of C3, i.e., a —* /? = 0122, 
and consequently a„ —> 1220. Since /z(/3) = 5, we have « — 2 < 5, i.e., n < 7. As ^ 
has 42 roots and F4 has 48, we must have n = 7. It follows that w(a/) G F^ for / < 7. As 
a\+ a2 E An is mapped to (5\ +1/(0:2) £ F4, we have u(a2) = (32. As af = a — a2 G >4„ 
and a' —> 0022 ^ F4, we have a contradiction. 

b) Assume that #„ —* A2. Since df —> /3, it follows that a, —• 0 for / > 1. As u is 
surjective, we have a contradiction. 

Assume that Bn —> C3. Since d —-* /3 = 221, we have oc\ —> fo. Let a, —> /3i and 
«y —> /fe- All other simple roots of Bn are mapped to 0. Since oc\ + • • • + at G Bn and 
101 ^ C3, we must have / >j. As 021 G C3 but 021 ^ w(#w), we have a contradiction. 

Assume that #„ —> Dk. Since d —> /3 we conclude that u(at) Jf /?i, 0k-\, flk for / 7̂  1. 
As u(Y\\) D {/?i,/?*-i,/?*} we have a contradiction. 

c) Assume that BCn —* A\ or G2.lfa and 2a are in BCn then a —» 0. Since such a 
span the ambient space, we have a contradiction. 

d) Assume that Cn —* A2. Since d —•» /3 = 11 we have a/ —* 0 for / ^ «. As w is 
surjective, we have a contradiction. 

Assume that Cn —> #3. Since d —* ft = 122, we have an —> /3\. Let 07 —•* /32 and 
a, —> P3. All other « — 3 simple roots of Cn are mapped to 0. Since a} + • • • + an is a root 
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MAPS BETWEEN ROOT SYSTEMS 31 

of Cn and 101 ^ # 3 , we have/ >j. As a}r + 2(a/+i + ••• + a„_i) + a/I is a root of C„, we 
have 121 € u(Cn) but 121 ^ 2?3, a contradiction. 

Assume that C„ —> G2. Since â —> /? = 32, we have an —^ fa. There exist two 
indices ij < n such that at —-> fa and aj —> ft, while the other n — 3 simple roots of C„ 
are mapped to 0. Since or,- + • • • + or„ is a root of C„ and 20 ^ G2, we have / < j . Since 
2(ay + • • • + a„_i) + an is a root of C„, we have 12 G w(C„). On the other hand 12 g G2, 
and so we have a contradiction. 

e) Assume that Dn-^A$. Since a—•/?= I l l we conclude that a, —-* 0 for 1 < 1 < 
n — 1 and that u maps {ai, or„_i, a„} onto II2. Since a\ + • • • +a„_i, «i + • • • +a„_2 +aw, 
and ar„_2 + a„-i + a„ are roots of D„, it follows that 101 G «(A,). Since 101 ^ ^3 , we 
have a contradiction. 

Assume that Dn —+ £>*, n > £. As a —• fa it follows that u maps {ai, a„-\9 an} onto 
{ft, fa-i, ft}. Also w maps £ — 3 of the roots (X2,..., orw_2 onto fa,..., fa-2 and the 
others to 0. Let / be the largest index such that a, —• 0, which exists because n > k. Then 
a = otj + 2(a,+i + • • • + an-2) + an-\ + a„ is a root of Dn while u(a) $ Z>*. Hence we 
have a contradiction. • 

LEMMA 7. Dn -fr F4. 

PROOF. Assume that Dn A F4. Suppose that u{a\) > fa. Since d —• p = 2342 
and ft G w(TIi), we infer that u(an-\) > fa or w(ar„) > fa. By symmetry of the Dynkin 
diagram ofZ)„, we may assume that w(a„_i) > ft. If a = ai+- • +a„_i thenw(a) > 2ft. 
Since /3 is the only root of F4 which is > 2fa, we infer that u(a) = ft = u(a). Thus 
u(a — a) = 0, /.e., «/ —> 0 for i ^ 1, « — 1. As u is surjective, we have a contradiction. 

Now suppose that u(an) > fa. Since à —+/3 and ft G w(ITi) we must have w(a„_i) > 
ft. If a = a„_2 + a„_i + an then w(a) > 2fa and so w(ôr — a) = 0, z.e., a,- —» 0 for 
/ < « — 1. As u is surjective, we have a contradiction. 

It follows that a, —> ft for some / with 1 < / < n — 1, and consequently w(ory) Jf fa 
for/ ^ /. The elements a = ai+\ +• • -+aw and or7 = or/_i +2(a,+- • -+an_2)+orw-i +a„ are 
roots of Dn. Since u(a) ^ ft, by inspecting the list of positive roots of F4, we conclude 
that u(a) ¥ 2fa. If u(ak) ^ fa for all k < i then J3 > 3 fa implies that u(ak) > fa 
for at least two indices k > i. But this is impossible since u(pc) ^ 2fa. Hence we can 
fix a k < i such that «(a*) > fa. Since w(a') G F4 and w(a7) > 2fa, it follows that 
w(a;) = J3 = u{a). Since u(ak) > fa and w(a — a/) = 0, we infer that a = a7, / = 2, 
k = 1, and so w(ai) > ft. Now lety be the smallest index such thaty" > 2 and «(a,) ^ 0. 
Since w is surjective, w(TIi) D 112, and a —> ft we havey < w — 1. As a2 + •••+ or7 G Z)n, 
we have fa + w(ory) G F4 and so w(a/) > ft. It follows that w(ai) ^ 2fa and w(a5) ^ ft 
for5 ^ I J . 

Suppose that a\ —»• ft. Then w(a7) + ̂ 1 and u(pcj) + /?i + ft are in F4 and u{af) + ̂ 1 + 
ft > 2ft + ft. This implies that w(ay) is 0120, 0121 or 0122. Since w(rii) D n 2 and 
uÇLaj) > 4 fa we have a contradiction. 

Since u(ot\) =fi ft, we must have ay —• ft. Since u(ot\) + /3i and w(ori) + ft + ft are 
in F4 and w(c*i) + ft + ft > ft + 2ft, we must have u(pcx) = 0120, 0121 or 0122. As 
à —* J3 we infer that ai —> 0120. 
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32 D. Z. DOKOVIC AND N. Q. THANG 

Let / > j be the smallest index such that u(at) ^ 0. Since w(TIi) D II2 and a —+ ft, 
we have / < n — 1. Since 1230 ^ F4 and c*i + • • • + 07 G Dn, we have w(a/) 7̂  ft. As 
a, + • • • + 07 G Z)rt, we have ft + u{a{) G F4 and so a\ —• ft + ft. Since w(TIi ) D Lb and 
à —> ft we have a contradiction. • 

LEMMA 8. The following relations hold: 
a) E6i^(A3,B3,C3,BC3), 
b) E7^(A2,B3,BC3), 
c) ES^(AUBC3). 

PROOF, a) Assume that E6 —> A3. Since à = 122321 and J3 = 111 all the roots 
c*2,..., «5 —> 0. This is impossible since u is surjective. 

Assume that Ee—+B3. Since a = 122321 and J3 = 122, we must have 0:4 —> 0 and oc\ 
or ar6 is mapped to ft. By using symmetry of the Dynkin diagram of E6 we may assume 
that oc\ —* ft. Since h0) = 5 is odd, /*(w(a6)) must be even, and so u(ae) ^ ft, ft. 
Consequently two of the roots a2, a3, as must be mapped to ft and ft, while the third 
and cce must be mapped to 0. Since 101 ^ 5 3 w e conclude first that 11(0:3) ^ 0 and then 
that a3 —> ft. This leads to a contradiction because 121 G u(Ee) \ ft. 

Assume that Ee —* C3. As /3 = 221, we must have 0:4 —* 0 and a\ or «6 —> ft. By 
symmetry of £6> we may assume that ct\ —* ft. Since A(/3) = 5, /z(w(a6)) must be even, 
and so u(ae) ^ ft, ft. Consequently two of the roots «2, «3, as must be mapped to ft 
and ft, while the third and a6 must be mapped to 0. Since 101 ^ C3, we conclude first that 
u(a3) 7̂  0 and then that a3 —» ft. This leads to a contradiction because 122 G W^Ô) \ C3 • 

Assume that Ee —> #C3. As à = 122321 and /? = 222, we must have 04 —* 0. If 
u({a2,a3,0:4}) = IT2 then oc\ and #6 —* 0 and 101 G u(Ee) \ BC3, a contradiction. By 
symmetry of Ee, we may assume that u(cc\) G n 2 . Then w((*6) > w(ai) and à —> J3 
implies u(a6) = u(oc\). Clearly one of a2, a3, as is mapped to 0 and the other two to 
simple roots. If a3 —> 0 or as —> 0 then 101 G u(Ee) \ BC3, a contradiction. Hence 
a2 —» 0. Since orj + a3, a3 + «4 + as, as + c*6 G Ee, we obtain 101 G u(Ee), while 
101 ^ 5C3, a contradiction. 

b) Assume that Ej -^ A2. Since à —» ^ = 11, we see that az —> 0 for / =̂  7. As u is 
surjective, we have a contradiction. 

Assume that Ej —+ ft. Since â —> J3 = 122, we conclude that 0̂ 3, «4, as —» 0 and 
a7 —> ft.Ifa6 -> 0 then «({ai,a2}) = { f e f t } - Since 1011111, 0101111 are in E7, 
we have 101 G u(Ej\ while 101 ^ ft, a contradiction. Hence w(aô) must be a simple 
root. As ae + a-j G £7, we have ae —* ft. There are two cases to consider: a\ —» ft, 
c*2 —-* 0 and aj —-> 0, «2 —> ft • hi both cases we find that 121 G u(E-j) while 121 ^ ft, 
a contradiction. 

Assume that £7 —» 5C3. Since à —> /3 = 222, we see that a3, 0:4, as, a-j —» 0 and w 
induces a bijection {a\,a2,ae} —> H2. Since 1111000, 1011110,0101110 are in E-j, we 
see that 101 G u(E7) while 101 ^ BC3, a contradiction. 

c) For ̂ 8 each of the coefficients of à is > 1 and the sum of any three of them is > 6, 
and thus Es -f* A\ and E% -f* BC3. m 

The following lemma finishes the proof of the Main Theorem. 
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LEMMA 9. The following relations hold: 

a) A2n-2 -/*Cn,n> 2; 
b) A2n-i-/*BCn,n>\; 
c) Dn-/+BCk,n<2k+\; 

d) Dn -f*Chn< 2k. 

PROOF, a) Assume thatAn -^ Q . We shall prove that n > 2k— 1 by induction on k. 
If k = 2 this follows from the fact that A2 has 6 roots while C2 has 8. There are exactly 
two indices / andy, i <j, such that u(oci) > ft and u(aj) > ft. Furthermore u(as) ^ ft 
for s ^ ij. Then w(a,-+• • • + a} ) = ft since /? is the only root of Q which is > 2ft. Hence 
a5 —• 0 for s < i or s > y. Since u(A„) = Cj, it follows that M(/4/_,-_I) = Q_i where 
Aj-i-\ resp. Q_i has base {aj+\9...,aj-\} resp. F^ \ {ft}. By induction hypothesis 
j — i— I >2k — 3 and so n > 2k — 1. 

b) If ̂ 4„ —> BCk we shall prove that n > 2k. This is obvious if k = 1. By using the 
same argument as in a) we obtain Aj-t-\ —> BCk-\ and we can use the induction on k. 

c) Assume that D„ —» BCk for some « and k with 4 < n < 2k + 1. We may assume 
that n is minimal. Let w(a,) > ft with z minimal. First assume that i G {1,« — 1,«}. 
There is a uniquey > / such that w(cty) > ft and it is clear that/ G {w —1, «}. If I = /I — 1 
theny = w and w(a„-2 + aw-i + an) > 2ft. This implies that u(an-2 + a„-\ + an) = u(a) 
and so as —> 0 for s < « — 1. This forces £ = 1, a contradiction. Hence i = 1 and by 
using the symmetry of D„, we may assume that y = n — 1. Since a = a\ + • • • + a„_i is 
a root of Z)„ and «(a) > 2ft, we have «(a) = J3 = u(a). This implies that a5 —> 0 for 
s ^ l,w — 1. Since w(ai) > ft,w(aw-i) > ft,andM(Ili) D IÏ2,weobtainÀ; = 1,« < 3, 
a contradiction. Hence 1 < / < n — 1 and a, —* ft while w(a5) ^ ft for 5 ^ i. 

Since a = az_i + 2(a, + • • • + a„_2) + <*«-i + aw is a root of A, and u(a) > 2ft, 
we have u(a) = ft = w(a). If / > 2 then we obtain a5 —-> 0 for 5 < i. By restricting w 
to the subsystemZ)„_i with base Tli \ {a\} we obtain Dn-\ —• BCk, contradicting the 
minimality of n. Hence we must have i = 2. 

Assume that u(a\) ^ 0. Since u(pc\ + <*2) = u{oc\) + ft is a root of 5 Q , we have 
w(<*i) > ft. Let y be the minimal index such that y > 2 and u(aj) ^ 0. Such y ex­
ists because k > 2. By using the symmetry of Dn, we may assume that y ^ «. Since 
u(pc2 + • • • + a,) is a root of BCk, we have u(otj) > ft. Since à —»• j3, we must have 
y = « — 1 and w(aw) ^ ft. Since «(«2 + • • + an-2 + a„) is also a root of 2?Q, we 
conclude that an —> 0. Now w(ai) > ft, w(aw-i) > ft, â —> ^ and w(Ili) D n 2 imply 
that A: = 2, « = 4, «i —> ft and an_i —> ft. As 2ft ^ M(I>4), we have a contradiction. 
This shows that a\ —> 0. 

If n = 4 then by symmetry of Z>4, we also have crç —• 0 and ct4 -^ 0, a contradiction. 
If n = 5 then we may assume that A: = 3. As w(lTi) D IT2 and â —•» ft w(a3) 7̂  0 and 
in fact w(a3) G II2. As a2 —-»• /?i and a2 + a3 G D5, we infer that a3 —> ft. Therefore 
a4, as —> ft since â —»• ft Then 022 G BC$\u{Ps\ a contradiction. If « > 5 let Dn-2 be 
the subsystem of Dn with base lli \ {a\, «2} and BCk-\ the subsystem of BCk with base 
n 2 \ {ft}. If a G Z)„_2 then w(a) ^ /?i and so u{a) G 5Q_i . Conversely, if /3 G 5Q_i 
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and a G Dn such that a —> (3 then we must have a G A*-2- Hence the restriction of u 
gives D„-2 —> BCk-\ which contradicts the minimality of «. 

d) Assume that Dn —> Q for some n and A: with n <2k and « minimal. We can use 
the same argument as in c) to show that ot\ —> 0, ot2 —-> /?i, and to reduce the proof to 
the case n = 5. 

Since w(a3) ^ 0 and d —* /3, we have w(a3) G II2. Since a2 + <*3 ^ ^ 5 , we have 
«3 —> /?2- One of the simple roots <*4, «5 is mapped to ft and the other to 0. Now 
021 ^ u(D5) while 021 G C3, a contradiction. • 
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