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Abstract

In the previous two decades, knowledge graphs (KGs) have evolved significantly, inspiring developers to build
ever-more context-related KGs. Due to this development, artificial intelligence (AI) applications can now access
open domain-specific information in a format that is both semantically rich and machine comprehensible. In this
article, a framework that depicts functional design for indoor workspaces and urban adaptive design, in order to
help architects, artists, and interior designers for the design and construction of an urban or indoor workspace,
based on the emotions of human individuals, is introduced. For the creation of online adaptive environments, the
framework may incorporate emotional, physiological, visual, and textual measures. Additionally, an information
retrieval mechanism that extracts critical information from the framework in order to assist the architects, artists, and
the interior designers is presented. The framework provides access to commonsense knowledge about the (re-)design
of an urban area and an indoor workspace, by suggesting objects that need to be placed, and other modifications that
can be applied to the location, in order to achieve positive emotions. The emotions referred reflect to the emotions
experienced by an individual when being in the indoor or urban area, which are pointers for the functionality, the
memorability, and the admiration of the location. The framework also performs semantic matching between entities
from the web KG ConceptNet, using semantic knowledge from ConceptNet and WordNet, with the ones existing
in the KG of the framework. The paper provides a set of predefined SPARQL templates that specifically handle
the ontology upon which the knowledge retrieval system is based. The framework has an additional argumentation
function that allows users to challenge the knowledge retrieval component findings. In the event that the user prevails
in the reasoning, the framework will learn new knowledge.

1. Introduction

The knowledge representation of a cognitive robotic system can benefit from the use of semantic web
knowledge bases (KBs) by gaining both explainability and scalability. Commonsense reasoning abil-
ities can occasionally be found in semantic Web KBs such as ConceptNet (Speer et al., 2017) and
WordNet (Fellbaum, 2010). An information retrieval architecture must also be able to defend and justify
the decisions it provides (Young et al., 2016; Vassiliades et al., 2022).

Regardless of the complexity of the relevant entities in the query, an information retrieval system
should ideally be able to provide answers to as many questions as possible; nevertheless, that is not
always the case. This occurs because the knowledge that may be retrieved by any KB, which is chosen for
information retrieval purposes is constrained in terms of quality for a number of different reasons. Using
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external knowledge sources, more notably semantic Web KBs, which can offer commonsense informa-
tion, is one potential option (Zamazal, 2020), to enhance the quantity of questions that an information
retrieval system can answer.

An information retrieval framework should also provide justification for any responses it provides in
response to a query. Argumentation is a popular way to support a position (Vassiliades et al., 2021). An
explanation that is understandable to humans must be provided by the information retrieval framework
with the use of argumentation to support the accuracy of the answers it returns. If one’s opinion is
disproven through an argumentation discussion, argumentation can often serve as a technique of learning
new information. Hence, argumentation can help an information retrieval system learn new information
which can be utilized later.

Two distinct important ideas serve as the foundation for the framework, presented in this paper. The
first is to enhance urban design in a city that is fast growing by addressing any new issues that may
develop regarding its usefulness, attractiveness for mobility, and protection of culture and environ-
ment. Therefore, the framework will heighten sensitivity and understanding towards a city’s present
environmental and mobility challenges as well as its cultural value. The second, is helping to reorga-
nize workspaces to achieve greater esthetics and utility. This increases opportunities for pleasant social
contact or focused isolation in work environments, which improves productivity and creativity across
departments and teams.

The main motivation of this paper is to provide a framework that could assist architect, artists, and
interior designers to (re-)design an urban area or an indoor workspace, by adding objects or making
modifications to the architecture of the location, so as afterward the location to provoke positive feel-
ings to the individuals that act in the location. For this reason, in the KB of the framework several data are
being mapped such as emotional, physiological, visual, and textual information which reflects emotion-
ally relevant information of the indoor and urban location. Furthermore, users should be given access
to a reasoning mechanism based on real-life circumstances in order for them to conveniently access
the knowledge contained inside the framework. Experts in the relevant fields should ideally create the
real-life scenarios.

The problem addressed in this paper is to provide a framework to the architects, artists, and interior
designers, among others, which will assist them to have a complete view over the individuals’ emotions,
when (re-)designing a location. Therefore, helping in saving time and budget with unnecessary changes.
The main aspects in which the framework can help the architects, artists, and interior designers, are the
functionality, the memorability, and the admiration of the location, and the preserving of natural and
cultural heritage.

For this reason, an information retrieval framework for emotions related to and functional design for
the indoor and urban adaptive space design, enhanced with external knowledge sources, which can argue
over the answers that it retrieves and learn new knowledge by means of an argumentation process, is pro-
posed. The following research questions arise, for the framework presented in this paper: (1) ‘How can a
domain-specific information retrieval framework be extended, in order to retrieve knowledge that exists
in multiple knowledge bases?’, (2) ‘How can an information retrieval framework support its answers in
a way closer to the human way of reasoning?’, (3) ‘How can an information retrieval framework learn
new knowledge with methods closer to human learning?’, and (4) ‘How can an information retrieval
framework be evaluated?’. This study attempts to answer question (1) with its information retrieval com-
ponent, questions (2) and (3) with its learning-through-argumentation component, and question (4) with
its evaluation part, which presents various ways to evaluate a framework with user-driven evaluations.

The contribution of this paper is on one hand the KG which can represent multi-modal measurements,
which in turn helps architects, artists and interior designers, among others, with the empirical and prag-
matic perception of actual occupants, so as to drive the development of unconventional solutions in the
design of spaces. On the other hand, another contribution is the information retrieval mechanism for
the knowledge graph (KG), which proves to be helpful in real-life scenarios. Moreover, the aforemen-
tioned contributions can be classified into theoretical and empirical. Theoretical contributions include
a) a multi-KB information retrieval methodology for the domain of indoor and urban adaptive design,
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b) a semantic-matching algorithm that finds semantic similarity among entities of an internal KB with
entities from external KBs, namely the KG of ConceptNet, using semantic knowledge from ConceptNet
and WordNet, and ¢) a supervised method of learning-through-argumentation based on commonsense
reasoning, rather than a data-driven model. The novelty of this work lies in the combination of these
two cognitive processes (i.e., information retrieval and reasoning with argumentation for the information
retrieved), which, to the best of our knowledge, has not been given much attention in the literature, in the
context of indoor and urban adaptive design. Howeyver, it is important to have an information retrieval
framework which can argue over the information that it responds with because it can convince the user
about its answers with methods closer to the human way of thinking.

The framework is highly scaleable and able to represent data for any indoor workspace and metropoli-
tan region. The framework is primarily designed for offices, but it may also be used in other indoor
workspaces, such as at a cottage industry. Also, it might be a logical extension to include portraying
feelings pertinent to outdoor workspaces and to advise individuals on how to improve the functionality,
mobility, and appeal of an urban area with respect to the environmental and cultural relevance.

Notice that this study is the extension of Stathopoulos ez al. (2023), extended by: (1) Enhancing the
information retrieval mechanism of the KG with new real-life scenarios, (b) adding a semantic matching
algorithm that uses external knowledge from ConceptNet and WordNet in order to help the framework
answer questions about entities which do not belong in the KB of the framework, and (c) developing a
learning-through-argumentation mechanism with which a user can argue with the framework over its
answers, and if the argumentation dialogue concludes in favor of the user, it will result for the framework
to learn new knowledge.

Empirical contributions of the framework highlights three points: (a) The completeness of the KG
was evaluated with a user evaluation over the competency questions, where we asked from a group
of individuals (20 in total), to answer the competency questions presented in Section 4 based on their
own experience, and we compared their answers with the answers of the framework, and a matching
of 78,5% was found, (b) the consistency of the KG was evaluated with a set of custom constraint rules
created and enforced upon the KG where no violation warnings were detected, and (c) the high accuracy
scores that the information retrieval mechanism achieved (~98%) when evaluated, shows that it can
be used as an individual mechanism for helping users, by providing insightful information. Finally,
the evaluation of the learning-through-argumentation component of the framework indicates that the
component achieves its purpose to a large extent, as all argumentation scenarios got a satisfaction score
close to 70%. Therefore, users find the argumentation dialogue rational and convincing.

The outline of this paper is the following. In Section 2, the related work of this paper is presented.
Next, in Section 3, the nature of data, the KG, and the information retrieval mechanism of the frame-
work is discussed. In Section 4, the learning-through-argumentation mechanism of the framework is
showcased. Furthermore, in Section 5, how the KG, the information retrieval mechanism, and the
learning-through-argumentation mechanism were evaluated is described. The paper concludes with
Section 6 in which a detailed discussion and a conclusion with research directions for future potential
extensions are given.

2. Related work

The most important components of this study are: the KG, the information retrieval mechanism which
extracts knowledge from the KG, the learning-through-argumentation component, and the semantic sim-
ilarity algorithm. For this reason, this paper separates the related work into four main subsections, one
for similar KGs, one for the domain-specific information retrieval mechanisms for KGs, one for other
cognitive mechanisms that use argumentation as a procedure of learning, and a last one which describes
other similar semantic similarity algorithms.

Knowledge Graphs: The first category of KGs which might be considered close to the KG that
we present in this paper is KGs for arts and artists. The area of KGs about arts and artists is not so
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rich, as there are not many studies that could be classified clearly in this domain. One exception, is the
study of Raven ez al. (2020), where the authors present a KG that can represent the steps of specification,
conceptualization, integration, implementation and evaluation in a case study concerning ceramic-glass.
The difference with the previous KG is that our KG offers knowledge representation on how objects,
landscapes, and buildings in an urban and objects in an indoor office environment, can be utilized in
order to provoke specific feelings to the citizens/workers. KGs about cultural heritage could be argued
that are close to the utilization of landscapes our KG does, but cultural heritage KGs such as Hyvonen
(2012), Schneider (2020), usually focus on knowledge for preservance of the landscapes, while we focus
on how the landscapes can be utilized in order to provoke positive feelings to the citizens.

Therein after, the area of KGs for architecture and architects seems to be quite richer. Lopes (2007),
showcases the main notions that must be represented in a KG about architectural concepts. Additionally,
KGs like Wagner and R uppel (2019), Kumar et al. (2019), which are considered to belong in the area
of architecture, mostly contain information about materials of objects and their uses. For the former, it
consists a theoretical study, while this paper offers a constructed fully-fledged KG. For the latter two KGs,
the KG presented in this paper differs in regards of information that can represent. More specifically,
the KG in this paper represents knowledge on how objects, landscapes, and buildings in an urban and
objects in an indoor office environment, can be utilized in order to provoke specific feelings to the
citizens/worker, while the previous studies mostly contain information about materials and dimensions
of objects.

Information Retrieval: The area of information retrieval over KGs is quite rich and was enhanced
in the last decade with the constant evolution of KGs. The reason why KGs are very helpful in retrieving
information, is because they have a predefined format, which is easily understandable by machines, and
their terminology and assertion components can be defined based on a set of rules which can represent
commonsense knowledge. We referred previously to the term domain specific information retrieval,
which is different than simple information retrieval. As domain specific information retrieval contains
the domain specific knowledge that contain the details required, for a better representation of knowledge
for a domain. For example, a generic rule that defines the distribution of household objects across any
domain works, but it works better if we know that in the household domain it is natural to see coffee
next to sugar and kitchen utensils, while in the domain of a store the same objects can be distributed per
aisle according to their type.

Even though many general techniques have been presented (Munir & Anjum, 2018; Asim et al.,
2019; Yu, 2019), a lack of studies is imminent for information retrieval over KGs restricted to a specific
domain. The reason why it is considered hard to create an information retrieval mechanism over KGs
which are restricted to a specific domain, is because domain experts are needed in order to create real-life
scenarios, based on which the information retrieval mechanism should be constructed (as mentioned in
Chi et al., 2019). Vassiliades et al. (2020, 2022) are an exception as a information retrieval mechanism
for the household environment is presented, but in contrast to the study the scenarios presented there,
are not a result of knowledge provided by domain experts.

Semantic Similarity Algorithm: The semantic matching algorithm was mostly inspired by the works
of Young et al. (2016), and Icarte et al. (2017) where they use CS knowledge from the web ontologies
DBpedia, ConceptNet, and WordNet to find the label of unknown objects. As well as from the studies
(Young et al., 2017; Chernova et al., 2020), where the label of the room can be understood through the
objects that the cognitive robotic system perceived from its vision module. One drawback that might
be noticed in these works is that all of them depend on only one ontology. Young et al. compares only
the DBpedia comment boxes between the entities, Icarte et. al. acquires only the property values from
ConceptNet of the entities, and Chernova et al. (2020), Young et al. (2017) on the synonyms, hypernyms,
and hyponyms of WordNet entities.

Learning-through-Argumentation: The idea of learning through an argumentation dialogue is an
innovative idea which has not been given much attention in the field of machine learning. It is a very
interesting method to allow an individual (i.e., machine or human) to learn new knowledge, because
it resembles a commonsense reasoning procedure which is closer to the human way of thinking. This
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method is applied in schools (Von Aufschnaiter et al., 2008; Berland & McNeill, 2010; Akhdinirwanto
et al., 2020; Fiorini, 2020; Hu et al., 2022), to allow students to argue and learn through argumentation
by accepting other students’ arguments, if they cannot defend successfully their position. In most cases
the need of a supervisor, a teacher in most cases which will check the rationality of the arguments, is
mandatory. This method of learning is also found in collaborative learning (Veerman, 2000), between a
human and a machine at a theoretical level. However, some data driven models that can be trained over
datasets of argumentation dialogues for legal cases have been presented in MozZina et al. (2005, 2007).
The difference is that the framework presented in this paper does not need training in order to perform
argumentation dialogues, and it can learn through the dialogue.

Collaborative learning through argumentation in multi-agent systems has been proposed in Ontafién
and Plaza (2007), Ontanén and Plaza (2010). The authors of these papers present some protocols upon
which a group of agents can start learning from each other to improve the individual and joint perfor-
mance for decision making. Moreover, the authors state that ‘argumentation is a useful framework for
joint deliberation and can improve over other typical methods such as voting’. The difference is that
these are theoretical studies which propose protocols that agents should follow, to enhance learning-
through-argumentation. Also, they solve conflicts through preference rules which needs tuning based
on the context of the conversation. Instead, the framework presented in this paper uses commonsense
knowledge from human individuals to learn new knowledge. Learning-through-argumentation is also
presented in Chen et al. (2019), Drapeau et al. (2016), and Clark et al. (2007), Slonim et al. (2021). In
Chen et al. (2019), Drapeau et al. (2016), the authors present a framework that human individuals can
learn from each other, and in Clark et al. (2007), Slonim et al. (2021) external knowledge from the Web
is used for humans to learn. Instead, this paper focuses on agent learning.

Another way to view this part of the framework, is that a method of knowledge refinement through
argumentation is introduced, that supervises the knowledge populating the KB by using the common-
sense of the user. One can notice that belief revision is a method of learning (Kelly, 1998); an agent
removes or adds knowledge to its KB to learn. Therefore, argumentation can be considered as a method
of belief revision (Vassiliades et al., 2021, 2022), because argumentation can convince the opposing
participant(s) to refine the knowledge in their knowledge base. Belief revision with argumentation has
been used for various tasks such as to enhance the knowledge in a KB (Rahwan et al., 2005; Cayrol et al.,
2008; Falappa et al., 2009), to explain why an argument is true or false (Coste-Marquis et al., 2014a,b;
Fan & Toni, 2015), and for negotiation (Okuno & Takahashi, 2009; Pilotti et al., 2014, 2012). But to
the best of our knowledge, studies about knowledge refinement through an argumentation procedure,
remain at a theoretical level.

Learning through case-based argumentation (Aleven & Ashley, 1997; Ashley et al., 2002; Fan et al.,
2013; Heras et al., 2013; Cyras et al., 2016), is a method for learning how to classify an argument.
In case-based argumentation the argument is classified as acceptable, or non-acceptable based on sim-
ilar examples of argument classification. Therefore, arguments are classified using similarity metrics
extracted from a KG, or based on feature importance, or employing embeddings, among others. Instead,
in this work the user’s commonsense is employed to classify an argument as acceptable, or not.

3. The knowledge representation of the framework

The KG is part of a more complex service-oriented architecture. Therefore, the KG communicates with
other services and components. This is mentioned because the visual, textual, and stress level analysis
components will not be described in detail. Each one of the aforementioned components produces a
message, in json format, which is passed to the mapping mechanism of the KG. Subsequently, the map-
ping mechanism will parse the information in each json, and will map the most crucial information in
the KG. The source code of the mapping mechanism can be found here'. The KG is populated with some
messages from the visual, textual, and stress level analysis components, then a user can hand-pick from
a set of predefined SPARQL queries, in order to access the information inside the KG. Once the user

Uhttps://github.com/valexande/MindSpacesPUC1-2
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Unknown
Entities in
SPARQL

: ' Semantic Matching Algorithm

‘ Recommendations

SPARQL
query +
image

Figure 1. Pipeline of the KG

chooses a specific query, the information retrieval mechanism of the KG is triggered and the information
is returned to the user. Notice that all SPARQL queries were defined with the help of domain experts, and
some of them also require an image as an input in order to cast the SPARQL query. Additionally, if the
user asks a query which contains entities that do not exist in the KG, the Semantic Matching Algorithm
(see Section 3.4) will take action, and will provide a recommendation from external knowledge sources
that is similar with the entity that was in the user’s query.

Figure 1, shows an outline of the pipeline, each number in the circles shows the order of steps. Notice
that the blue circles mean that the step will not mandatorily be executed, but only if the conditions are
valid, in this case if the user’s query contains an entity that does not exists in the KG.

3.1 Nature of data

The multi-modality and variety of data flowing in the system and the necessity of homogenization and
fusion mandated the adoption of a semantic KG to address likewise requirements. The KG is not respon-
sible for archiving and storing raw data files, since there is an underlying data storage facility for that
purpose. Instead, the KG hosts metadata of raw data, analyses results and miscellaneous information with
semantic value among other candidates for being mapped and fused into the knowledge base. One can
find a blueprint of the messages fused in the KG here'. The KG is accompanied with novel ontological
models to achieve proper semantic annotation of the raw data.

The main categories of data which needed to be captured in the KG were: physiological analysis
results from galvanic skin responses (GSR), visual analysis results from images, textual analysis results
derived from online retrieved content, and general information about VR experiments. Some of the
aforementioned analyses results share some common properties such as in the case of the imageability
metric.

The physiological signals (GSR) were captured during hot-spot or navigation VR experiments where
multiple users conducted stress-induced tasks inside virtual environments containing multiple config-
urations of work offices. The ultimate goal was to obtain and assess stress indicators directly from the
skin of the subjects while experiencing different setups of the space.

The visual analysis component consists of several machine learning models either trained from
scratch or fine-tuned from other efforts. The model performing semantic segmentation (Qiu et al., 2021)
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on images was trained to extract semantic labels and percentages per pixel on images while the Verge
classifier (Andreadis et al., 2020) was deployed to classify the images to one or more classes based on
context. The valence-arousal model for exterior design was trained on a newly collected dataset anno-
tated by experts to deliver confidence and values on a happy-unhappy and calm-excited scale, while a
visual imageability score is generated (Pistola et al., 2022).

Next, we describe the messages that are received from the visual, textual, and stress level analysis
components and are passed in the KG. As mentioned these messages come in the form of json files and
are mapped into the ontology. We start with the visual analysis messages, where a high level analysis of
the json file is that it contains information about the segmented objects along with their percentages in
the image, the segmented objects colourfulness (i.e., how bright their colours are in an image), the verge
classification (i.e., the label given to the content of the image; for a example an image can be given the
label park), their probabilities (i.e., confidence of the classification), and the valence and arousal with
their probabilities (i.e., the probabilities to provoke these two feelings). Also, some metadata such as
the timestamp are included in the json file. One can see a visual analysis message below, notice that the
number of objects in the message were reduced for beautification reasons.

Visual Analysis Message

"timestamp": "2022-03-17 10:36:22.541764+01:00CET",
"segmentation": {
"segm_labels": [
"tree",
"wall"
1,
"segm_percentages": [
0.2822998046875,

0.0000244140625
1y
"segm_colorfulness": [
22.635735826237845,
35.04844901850117
]
b
"classification": {
"verge_labels": [
"/j/Jjewelry_shop"
1,
"verge_probabilities": [
0.38903313875198364
1
b
"sentiment": {
"valence": "positive",
"valence_probability": 0.5103972554206848,
"arousal": "excited",
"arousal_probability": 0.6642298698425293
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The textual analysis message contains information about the textual description of the image, and
the emotion that caused to the user. Moreover, it contains information about the named entities found in
the textual description (i.e., the verbs and nouns in the sentence), their type (i.e., if they are a concept
or not), their label, their DBpedia link (if a historical sight or a landmark is found), the begin and end
timestamp (i.e., the moment they are spotted). The textual analysis message also contains some metadata
information for the named entities and the image, which are the contributions of the named entities
in the imageability score of the image, the overall imageability, colour imageability, and segmented
imageability. Imageability is a value that measures how memorable a image is to a user, defined by
architects which takes into contribution the colourfulness and segmentation of an object if we refer to
an object, and of all the objects contained in an image if we refer to the imageability of an image.

Textual Analysis Message

"id": "JPEG_20220204_153627_4494048047500552089. jpg",

"text": "Un lloc on quedava i on quedo amb amics i1 companys.",
"language": "ca",
"result": {
"ner": {"directed": true, "type": "ner", "label": "ner",
"emotion_detection": { "directed": true, "type": "sentiment",
"label": "arousal"
b
"imageability_scoring": {
"label": "imageability scoring",
"imageability": 5.346666666666667,
"covered_text": "Un lloc on quedava i on quedo

amb amics i companys.",
"concept_wise_imageability": [ 4.33, 5.62 1],
"concept": [ ["tree"], ["wall"]],
"final_ contribution": [4.33, 5.62],
"colourfulness": [ 22.635735826237845, 35.04844901850117],
"segmentation": [0.3939639627933502,0.33205193281173706]
by
"verge": {
"label": [["street"], ["residential"], ["neighborhood"]],
"verge_percentage": [0.3502,0.3320573706,0.3706]

}y

"textual_metadata": {
"date": "2022/03/10 13:38:51",
"PARSING": "13:38:45",
"EMOTION": "13:38:45",
"NER": "13:38:46",
"CONCEPT_CANDIDATES": "13:38:46",
"DBPEDIA": "null",
"IMAGEABILITY": "13:38:51"
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The multimodal mapping mechanism can also map into the KG, the stress level the individuals expe-
rience according to their location in a workspace. These data are collected through stress level analysis
sensors located on individuals. By letting them to actively browse in their workspace, in a regular work
day. The stress level analysis json contains the location of the user in a workspace, the stress level (s)he
experiences, the focus for work, and the privacy one has in each location. The location of the user even
tough is given in X,y,z coordinates, for each workspace different areas (i.e., rooms and other workspace
location such as the parking) would be defined by a clustering function. The clustering function is a geo-
metrical clustering of x,y,z coordinates, where if many x,y,z coordinates would be found geometrically
close, an area would be defined. In the example below 3 such areas exist.

Stress Level Analysis Message

{
"Zone_1": { "focusWork": 5, "privacy": 4.2, "stress": 1.3,
"location": [
{"x": 13.299571, "y": 0.0, "z": 5.93938732},
{"x": 13.2288609, "y": 0.0, "z": 5.868676}
]
by
"Zone_2": {"focusWork": 4.1, "privacy": 4.1,"stress": 2.2,
"location": [
{"x": 1.990005, "y": 0O,"z": 5.105028},
{"x": -5.476165, "y": 0, "z": 6.087821}
]
br
"Zone_3": {"focusWork": 2.8,"privacy": 2.5,"stress": 2.6,
"location": [
"x": 4.14202642, "y": 0, "z": 6.358342},
{"x": 4.08192635,"y": 0,"z": 6.41263676}
]
b
"user_id": 11
}
3.2 The KG

The KG is separated into two big sub graphs. One for the purpose of representing knowledge that aims at
improving urban design in a rapidly expanding city by addressing new challenges that may arise related
to its functionality, mobility, attractiveness, protection of culture and environment. The other aims at
representing knowledge that involves increasing opportunities for positive social interaction in work
environments which leads to improved productivity and creativity across departments and teams, by
helping to readjust workspaces to achieve better aesthetics and functionality.

The subgraph for the first case was constructed based on the information received from the various
components. In more detail, the messages which come from the textual and visual analysis components
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were analysed (see sub Section 3.1), and a KG was developed based on those. In the corresponding part
of the ontology the important concepts of these messages were represented through classes and rela-
tions among them. Moreover, the requirements of the information retrieval mechanism were analysed,
meaning that the competency questions given by users and experts were taken into consideration, and we
defined classes and relations in such a way that would help the information retrieval mechanism retrieve
the crucial information easily. Notice that a competency question, is a question, which a user would like
to be answered by the KG. In Figure 2 one can see the classes and the object type properties of the first
subgraph.

The namespace mindl is used to indicate the classes and relations for the first subgraph of the KG.
Next, a detailed analysis of the classes and the relations between them is given.

« The Sentence class contains information about the sentences that compose a textual description
of an image (contained in the textual analysis json; see sub Section 3.1).

« The Text class contains information about the textual description of an image. The Text class
is connected through the property hasSentence with the class Sentence, in order to give further
information about the sentences that compose the textual description. Moreover, it has infor-
mation for the language of the textual description, and the textual description itself. Finally,
the Text class is connected through the property hasNamedEntity with the NamedEntity class,
which has information about named entities found in the textual description. Named entities
can be words that refer to real life objects, actions, or activities.

o The Named Entity class contains information about the named entities found in the textual
description of an image (mentioned as concepts in the textual description of the image; see
textual description message in sub Section 3.1). The NamedEntity class gives information for
the category of the named entity relation (the category of a named entity is a classification that
was given by the domain experts), the imageability score of the named entity, and is connected
through the property hasURI with the class URI. The imageability score is a confidence score
that is composed by the visual analysis component. Imageability according to the urban planner
Kevin Lynch is the quality of a physical object to evoke a strong image in any observer, thus
being memorable (Lynch et al., 1960).

« The URI class contains information about the URIs of the named entities. Currently, the URIs
point only to DBpedia entities. The URI class has information about the URI link and the
confidence that a named entity should be related with a specific URL

o The VergeLabel class contains information about the labels of the verge classifications found
in an image. Verge classification is the classification of the scenery that the image represents,
for example a verge label can be a park. Notice that an image may have more than one verge
classifications.

o The VergeContainer class contains information about the imageability scores of the segmented
objects in the image that gave the verge classifications.

o The SemSegLabel class contains information about the labels of the segmented objects found
in an image.

« The SemSegContainer class contains information about the segmented objects found in an
image, for example the percentage of space they capture in the image, and the confidence that
they are part of the image. Moreover, it is connected though the property hasSemSegLabel with
the class SemSegLabel, in order to indicate the label of a segmented object.

« The Arousal class contains information about the arousal score that was given by a user for an
image. Arousal is a confidence score given by the users.

« The Valence class contains information about the valence score that was given by the user for
an image. Valence is a confidence score given by the users.

o The Image class is the most important class, as it contains a lot of metadata information about
the characteristics of the image, such as the latitude, longitude, the pitch, the zoom, and others.
But apart from these it is connected: (i) with the Arousal class through the property hasArousal
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to indicate its arousal, (ii) with the Valence class through the property hasValence to indicate
its valence, (iii) with the VergeContainer class through the property isVergeContainer to give
information about the verge classifications that it has, (iv) with the SemSegContainer class
through the property isSemSegContainer to give information about the segmented objects it
contains, and (v) with the Text class through the property hasText to give information about the

textual description that it has.
In Figure 3 one can see the classes and the object type properties of the second subgraph.
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The namespace mind?2 is used for the second subgraph. Next, follows a detailed analysis of the classes
and the relations of the second subgraph.

« The Collection class contains information about the experiment status, meaning that it contains
information about when the stress level sensors have started counting and when they stopped.

« The ExperimentType class contains information about the task that the user is performing at
some given moment, for instance the user may be working, navigating in the workspace, having
lunch, being in a meeting, or take a break, among others.

« The Navigation class contains information about the navigation that the user performed during a
sensor measurement, for instance (s)he went from point A to point B. The navigation measures
are counted in X, y, z coordinates. Moreover, it is related through the property hasNode with the
class NavigationNode that contains information about the navigation instances (i.e., navigation
nodes).

« The NavigationNode class contains the X, y, z nodes in which measurements have been taken,
measurements such as the collaboration level between individuals, focus work, privacy, and
stress level.

« The ItemKey class contains information about the measurements given by the users, the col-
laboration, focus work, privacy, and stress scores. The purpose of these scores, is to compare
the scores in stress that the users have.

« Finally, the UserRun class is the most important class, as it connects the information from
the aforementioned classes with a user run. More specifically the UserRun class is connected:
(i) with the ExperimentType class through the property hasExperimentType to indicate the
experiment types that it contains, (ii) with the ItemKey class through the property hasItemKey
to indicate the item keys that it contains, (iii) with the Collection class through the prop-
erty hasCollection to give information about the collections that it contains, and (iv) with the
Navigation class through the property hasNavigation to give information for navigation nodes
that it contains.

Notice that the two subgraphs eventhough they refer to different notions, i.e., the first subgraph is
for the outdoor adaptive design and the second for the redesign of internal workspaces, they are related
between them with the property hasImage. The property hasImage has domain the class Collection and
range the class Image. The reason for that is because a collection is a set of images.

3.3 Information retrieval

The information retrieval mechanisms take advantage of the KG which was created to support the use
cases of urban environments and indoor workspaces, as well as of the population of the knowledge base
with content and metadata deriving from both artists and users.

The main idea, for the information retrieval over the first subgraph (see Subsection 3.2), was to feed on
demand an interactive google map with geolocated 2D points in the form of CSV files corresponding to
image entries inside the knowledge base through application programming interfaces (APIs) developed
in node.js and Javascript. The graphdh.js library was used to establish the connection and transactions
towards and from the GraphDB repository? with authorization and authentication enforced. The file
delivered in response follows a scalable and dynamic approach, meaning it is being generated on demand
based on live requests, thus ensuring always up-to-date data delivery as the knowledge base supports a
continuous online population and new entries may arrive anytime. The format of the file consists of as
many lines as the images fulfil the SPARQL queries and 5 columns:

« latitude (the latitude when the corresponding image was captured)

Zhttp://160.40.52.169:6161
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« longitude (the longitude when the corresponding image was captured)
« point size (the size of the circle to be depicted on the map)

« point opacity (the opacity of the circle to be depicted on the map)

« point colour (the colour of the circle to be depicted on the map)

In total, 16 SPARQL queries were formulated, each satisfying a different user requirement, followed
by an additional multipurpose sparse function. Sparse function’s purpose is to diminish the resulting
pool of points and provide some sort of information aggregation. More specifically, it rounds the lat-
itude, the longitude and the distance. Then, it clusters points first by latitude, then by longitude and
finally by direction. Afterwards, it merges on imageability scores, segmentation labels and averages the
percentages. Moreover, it merges on verge labels and averages their percentages. Finally, the function
merges on sentiment data.. For the first use case (i.e., that of the outdoor adaptive design) the following 6
SPARQL queries were formulated. The purpose of the following 6 SPARQL queries is to help architects
compare which objects, landscapes, and buildings contain the images which provoke specific feelings
to citizens. For instance, if the image which contains object X, Y, Z provoke the feeling of arousal to
the citizen, these objects might be important to be included in a scenery in order to provoke similar
feelings. The feelings that were formulated are arousal, valence, meaning that a picture might provoke
(or not) arousal and/or valence to a citizen, therefore some objects, landscapes and buildings might have
negative impact to the feelings of the citizen.

Query 1: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages and all verge labels with percentages. The point
size is set to 25 and the point opacity is set to 0.03. All points are given the colour red.

Query 2: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages, all verge labels with percentages and the land-
mark, node or edges statuses optionally if they exist. If the point is a landmark set colour to green, if it
is an edge set colour to red, else if the point is a node set colour to blue. The point size is set to 33 and
the point opacity to 1.

Query 3: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages and all verge labels with percentages. If valence
is ‘positive’, set the green channel to 88 HTML colour code. If valence is ‘neutral’, set red, green and
blue channels to 88 HTML colour code. If valence is ‘negative’, set the red channel to 88 HTML colour
code. If arousal is ‘calm’ and if the green channel is unset, set the green channel to 88 HTML colour
code, else set the green channel to FF HTML colour code. If arousal is “neutral” and if the red channel
is unset, set the red channel to 88 HTML colour code else set it to FF HTML colour code. If the arousal
is “neutral” and and if the green channel is unset, set it to 88 HTML colour code, else set it to FF HTML
colour code. If the arousal is ‘neutral’ and the blue channel is unset, set it to 88 HTML colour code, else
set it to FF colour code. If the arousal is ‘excited’ and the red channel is unset, set it to 88 HTML colour
code, else set it to FF HTML colour code. Finally, concatenate the red, green and blue resulting HTML
colour channels in a unique string to decide the final colour of the point. Point size is set to 30 and point
opacity is set to 0.01

Query 4: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages and all verge labels with percentages. Check the
top 1 segmentation class and if it is a building or vegetation or open sky, give the point the colour red,
green or blue, respectively. The point size is set to 25 and the point opacity is set to 0.3.

Query 5: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages and all verge labels with percentages. Then group
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by green colour ‘nature and open spaces’ if the top verge label is: zen garden, park, picnic area, botan-
ical garden, orchard, broadleaf forest, playground, farm, cultivated field, vineyard, pasture, promenade,
plaza, pavilion, exterior balcony, or amphitheater. Then group by blue colour ‘built urban spaces’ if the
top verge label is: residential neighbourhood, outdoor apartment building, downtown, cemetery, out-
door hotel, or hospital. Finally, group by red colour ‘disused or avoided spaces’ if the top verge label is
tundra, parking lot, driveway, wild field, landfill or sandbox. For all points, point size is set to 25 and
point opacity to 0.3.

Query 6: Retrieve images ordered by all image entries having latitude, longitude, direction, seg-
mentation imageability, verge imageability, valence with value and probability, arousal with value and
probability, all segmentation labels with percentages, all verge labels with percentages and optionally
the total imageability score. Then by using a rainbow colour function give a rainbow colour to the point
scaling, respectively, from O to 7 scores.

For the second use case, i.e., that of the emotions related to the indoor workspaces the following
SPARQL queries were formulated.

Query 1: Retrieve the average user’s stress for each room in the workspace.

Query 2: Retrieve the total time needed to navigate in each room of the workspace by every user.

Query 3: Retrieve the overall design ratings for each room in the workspace.

Query 4: Retrieve the overall design ratings for each room in the workspace, based on the type of
the user (i.e., if (s)he is a manager, a security worker, a driver, or an desk office worker according to the
categorization results of a questionnaire® which was filled by the users prior to the data capturing).

Query 5: Retrieve how many users of each profile exist (i.e., if (s)he is a manager, a security worker,
a driver, or an desk office worker).

Query 6: Retrieve which rooms in the workspace were classified by all users as most/least favourite
based on the focus work, the privacy, and the collaboration.

Query 7: Retrieve which rooms in the workspace were classified by each user’s type (i.e., pio-
neer, security worker, driver, or desk office worker) as most/least favourite based on the focus work,
the privacy, and the collaboration.

Query 8: Retrieve the users stress over all rooms in the workspace.

Finally, two more SPARQL queries will be analysed named Scenario A and Scenario B, which were
defined by domain experts as real-life scenarios.

Scenario A: Given a snap image, return a list of images, where: (i) the Top 3 segmentation labels of
the snap (based on the coverage percentage) exist in the images, (ii) the images must have imageability
> imageability of snap + 0.05, (iii) the Top 3 segmentation labels must exist in the images with the same
coverage percentage, or a 20% difference, and (iv) the results must be limited to 8 images, if there exist
as many, sorted by their imageability.

Scenario B: Given a snap image, return a list of images, where: (i) the Top 3 segmentation labels of
the snap (based on the colourfulness percentage) exist in the images, and their colourfulness is above 1,
and (ii) for each one of the 3 segmentation classes bring the Top 5 images with the highest colourfulness
for each segmentation classes.

Notice that the queries which are refered in this subsection are also Competency Questions (CQs),
except from Scenario A and Scenario B which are a combination of CQs. Notice that Scenario A and
Scenario B, are use cases indicated by domain experts, which represent real-life scenarios for which the
information retrieval should be capable to return information.

We present below Query 1 of the indoor workspace use case, notice that in the example below we
had 4 rooms.

3https://www?2.deloitte.com/content/dam/Deloitte/us/Documents/process-and-operations/us-business-chemistry-infographic. pdf.
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Query 1 of Indoor Workspace Use Case

SELECT x= WHERE {
SELECT (SUM(?gsrl)/COUNT (?gsrl) as ?prl)
(SUM (?gsr2) /COUNT (?gsr2) as ?pr2)
(SUM (?gsr3) /COUNT (?gsr3) as ?pr3)
(SUM (?gsr4) /COUNT (?gsrd4) as ?pr4) WHERE{
?s rdf:type :UserRun.
?s :thasNavigation ?nav.
?nav :title ?t.
{filter contains (?t, "NavTestl") {
?nav :hasNode ?node.
?node :gsr ?gsrl}l}

UNION {
filter contains (?t, "NavTest2") {
?nav :hasNode ?node.

?node :gsr ?gsr2}

}

UNION {
filter contains (?t, "NavTest3") {
?nav :hasNode ?node.

?node :gsr ?gsr3}

}

UNION {
filter contains (?t, "NavTest4d") {
?nav :hasNode ?node.

?node :gsr ?gsréd}

3.4 Semantic matching algorithm

Since the dataset, upon which the knowledge retrieval framework was constructed, has a specific number
of objects, in order to retrieve knowledge about objects on a larger scale, a mechanism that can take
advantage of the web KGs DBpedia, ConceptNet, and WordNet to answer queries about objects that do
not exist in the KB of framework was developed.

This would broaden the range of queries that the framework can answer, and would overcome the
downside of the framework being dataset oriented. The user with the Semantic Matching Algorithm
(SMA) can address queries with labels that do not exist in the internal KB of the framework. An aspect
which could not be achieved without the SMA.

Algorithm 1 was implemented using Python. The libraries Request and NLTK* offer web APIs for
all three aforementioned ontologies. Similar methods can be found in Icarte et al. (2017), Young et al.

“https://www.nltk.org/
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(2016), where they also exploit the commonsense knowledge existing in web ontologies. Algorithm 1
starts by getting as input any word that is part of the English language; this is checked by obtaining the
WordNet entity, line 1. Note that any entity that is part of WordNet is also part of ConceptNet. The input
is given by the user indirectly, when (s)he gives a keyword in a query that does not exist in the KB of
the framework.

Subsequently, the algorithm turns to ConceptNet, and collects the properties and values for the input
word, line 2. In the framework, only the values of the properties RelatedTo, UsedFor, AtLocation,
CapableOf, Causes, ReceivesAction, and IsA are collected. These properties were chosen because they
are the most related to the target application of providing information for the indoor and urban adaptive
design. Also, the weights that ConceptNet offers for each triplet are acquired. These weights represent
how strong the connection is between two different entities with respect to a property in the ConceptNet
graph, and are defined by the ConceptNet community. Therefore, a hash map of the following form is

constructed:
{Property,:[(entity}, (weight,), . . .
(entity) , (weight!)], . ..
Property;:[(entity, (weight'), . . .
(entity,,, (weight,)]}
form, I, k e N*.

Then, the semantic similarity between the given entity and the returned property values is extracted
using WordNet and DBpedia, lines 3—-6. First, the algorithm finds the least common path that the given
entity has with each returned value from ConceptNet, in WordNet, line 7. The knowledge in WordNet is
in the form of a directed acyclic graph with hyponyms and hypernyms. Thus, in each case, the number
of steps that are needed to traverse the path from one entity to another is obtained. Subsequently, the
algorithm turns to DBpedia to extract comment boxes of each entity using SPARQL, lines 9-11. If
DBpedia does not return any results, the entity is searched in Wikipedia, which has a better search
engine, and with the returned URL DBpedia is asked again for the comment box, based on the mapping
scheme between Wikipedia URLs and DBpedia URIs, lines 12—18. Notice that when a redirection list
is encountered the first URL of the list is acquired which in most cases is the desired entity and its
comment box is retrieved. If the entity linking through Wikipedia does not work, then it is considered
that the entity was not found, and an empty list is returned.

The comment box of the input entity is compared with each comment box of the returned entities from
ConceptNet, using the TF-IDF algorithm to extract semantic similarity, line 19. The rationale here is
that the descriptions of two entities that are semantically related will contain common words. Therefore,
the cosine similarity of the vectors that represent the two descriptions (after the TF-IDF algorithm) will
be larger than the cosine similarity of two vectors that represent the description of two entities which are
not related. TF-IDF was preferred in order not to raise the complexity of the framework using pretrained
embedding vectors like Glove (Pennington et al., 2014), Word2Vec (Rong, 2014), or FastText (Joulin e?
al.,2016). In this case, TF-IDF was used with stemming over the texts; stemming was applied when the
texts were preprocessed, and thus words, which are not exactly the same, can be related.

TF-IDF can reduce the time complexity of Algorithm 1, as the complexity of TF-IDF is O(n * log(n)),
where n is the number of words in both texts. On the other hand, word embeddings in Algorithm 1 could
rise the time complexity at levels of class O(n * m), where n is the number of words in the text, and m
the number of vectors in the dataset of word embeddings. Looking at the complexities of TF-IDF and
word embeddings one can see that TF-IDF is much quicker. More specifically, for the system to produce
an answer using word embeddings, more than 3 minutes were needed approximately for its computation
(Vassiliades et al., 2020, 2022), which could not support an online question-answering system.

In order to define the semantic similarity between the entities, a new metric that is based on the
combination of WordNet paths, TF-IDF scores, and ConceptNet weights was devised (Equation (1)).
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Algorithm 1 Semantic Matching Algorithm.

Require: entity

Ensure: hash_semantic_similarity
1: if entity in WordNet then
2 hash_property values=get.ConceptNet _property values(entity)
3 Comment_Box_Input = get. DBpediaCommentBox(entity)
4: hash_semantic_similarity = {}
5 for property in  hash __propert)_\alues do
6: for value in hash_property values [property] do
T WordNet_Path = get. WordNet_Path(entity, value)
8: Comment_Box = 0
9 if value in DBpedia then

10: Comment_Box = get. DBpediaCommentBox(value)

11: end if

12: if Comment Box = @ then

13: wiki_entity = get. WikipediaEntityURL(value)

14: Comment_Box = get. DBpediaCommentBox(wiki_entity)
15: end if

16: if Comment_Box = @ then

17: continue

18: end if

19: TFIDF = TF-IDF(Comment_Box_Input, Comment_Box)
20: hash_semantic_similarity[property] = (value, Sim(entity, value))
21: end for

22:  end for

23:  hash_semantic_similarity = sorted(hash_semantic_similarity)
24; end if

This metric takes into consideration the smallest WordNet path, the ConceptNet weights, and the TF-
IDF scores. TF-IDF and ConceptNet scores have a positive contribution to the semantic similarity of
two words. On the other hand, the bigger the path is between two words in WordNet the smaller the
semantic similarity is.

+ TFIDF (i, v;) + CNW (i, p,v))
3

WNP( )

Sim (i,v;) = (1

In (1), i is the entity given as input by the user, and v;, for j € N'*, is each one of the different values
returned from ConceptNet properties. CNW (l D,V ) is the weight that ConceptNet gives for the triplet
(z D,V ) p stands for the property that connects i and v;, and 0 < CNW(., -,-) < 1. TFIDF (z, vj) is the
score returned by the TF-IDF algorithm when comparing the DBpedia comment boxes of i and v;, and
0 <TFIDF(-,-) <1. WNP (i, vj) is a 2-parameter function that returns the least common path between i
and v;, in the WordNet directed acyclic graph.

In case i and v; have at least one common hypernym (ch), then the smallest path is acquired for the
two words, whereas in case i and v;, do not have a common hypernym (nch), their depths are added. Let,
depth (-) be the function that returns the number of steps needed to reach from the root of WordNet to
a given entity, then:

min..c{depth(i) + depth (vj) — 2k depth(c)} ch

WNP (i, v;) =
(l VJ) depth(i) + depth (v]-) nch

https://doi.org/10.1017/50269888924000043 Published online by Cambridge University Press


https://doi.org/10.1017/S0269888924000043

The Knowledge Engineering Review 19

where C is the set of common hypernyms for i and v;, ¢ is a common hypernym of iand v;, and
min.cc{. . .} returns the minimal value of the equation depth(i) 4 depth(v;) — 2 * depth(c) for c € C. Also,
0 < WNP(-,-)<1.

Equation 1 can take scores in the range of (0,1], and the weights for CNW(., -, ), TFIDF(-, -), and
WNP(-, -) are equal to 1. Other variations of weights are possible, but they do not capture the synergy
between the various metrics of the semantic relatedness of many pairs of entities that were examined.
Moreover, the information from ConceptNet, WordNet, and DBpedia is used without any bias among
them. Table 1 shows the values that Equation 1 returns for the pairs of Example 1. Notice that the values
that the SMA extracts can either be incoming or out-coming to the input node. For instance, in Example
1 the AtLocation values are incoming to the park node, so the second line could be rather read tree,
slides, and frisbees AtLocation park. The results are rounded to three decimals. The last step of the
algorithm sorts the semantic similarity results of the returned entities with respect to the ConceptNet
property and stores the new information into a hash map, line 23.

Example 1.

park IsA: city park, amusement park, national pary,

park AtLocation: tree, slides, frisbees

park RelatedTo: squirrel, bench, grass
Pair Relation CNW WNP Sim
park-city park IsA 0.439 0.24 0.3395
park-amusement park IsA 0.342 021 0.275
park-national park IsA 0213 0.26 0.2365
park-tree AtLocation 0.23 0.378 0.3
park-slides AtLocation 0.176 0.25 0.213
park-frisbees AtLocation 0.265 0.128 0.1965
park-squirrel RelatedTo 0.187 0.327 0.257
park-bench RelatedTo 0.047 0.237 0.142
park-grass RelatedTo 0.032 0.199 0.1155

The evaluation of the Algorithm 1 was performed through a user evaluation since the argumenta-
tion dialogues presented in Section 4 were also using the SMA. The users were asked to evaluate the
answers that the framework returned when using SMA, therefore, indicating if the quality of the semantic
matching that the algorithm achieves is satisfactory or not.

4. The learning-through-argumentation mechanism of the framework

Learning-through-argumentation is the second component of the framework and is built upon the infor-
mation retrieval component. The framework allows the user, after (s)he has received an answer to her/his
question, to argue against the validity of the answers, if (s)he considers that there is an entity which is
missing in the answers returned, or something is wrong and should not be part of the answers returned.
The user must back up her/his opinion by indicating a trustworthy KB in which (s)he has found the infor-
mation that (s)he supports. This component uses external knowledge from ConceptNet, and WordNet. If
the user wins the argumentation dialogue, the argumentation component of the framework accepts that
the information retrieval component has missed some entities, or it has returned something wrong in its
answers, and it refines its KB to add the new information or delete existing knowledge. The workflow
of the argumentation and learning component can be seen in Figure 4. Notice that Figure 4 is basically
the extension of Figure 1, and the answers the user receives at the first step of Figure 4 are the answers
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End of Conversation

Are you
SPARQL happy with
the
answers?

Argumentation Dialogue

Figure 4. Pipeline of the learning-through-argumentation mechanism of the framework

returned by the framework in the last step of Figure 1. Also notice, that many details of Figure 1 are
not shown in Figure 4, to focus mainly on the argumentation component. Each step in the workflow
is annotated with a number in a circle that indicates the order in the argumentation dialogue. Finally
notice, that there are alternative paths in the dialogue.

The main purpose of the learning-through-argumentation mechanism is to allow the framework to
learn the preferences of each user, based on an argumentation dialogue through which the user will
indicate specific preferences, and help the framework construct more user specific answers. The second
purpose of the argumentation learning-through-argumentation mechanism is to gain the trust of the users
though the explanations it provides in why it returned some results, and drive the users to gain more trust
over the framework.

The pipeline for the learning-through-argumentation mechanism of the KG is straightforward, as the
user as soon as (s)he receives the answer from the information retrieval mechanism it can argue over
the systems answers. The interesting part is that according to which question the user initially asked the
system, a new argumentation protocol will be triggered, in order for the user to argue with the system.
If the argumentation procedure concludes in favor of the human, i.e., the system cannot defend it self
anymore, the system will accept the users indication and will refine its internal KB either by deleting
knowledge or adding new one.

Out of the 83 CQ which were gathered by domain experts (artist, designers and architects) in order
to help construct the schema of the KG, 31 were formulated so that an argumentation dialogue could be
performed on them. The reason for that is because some of the 83 could be clustered in a more generic
query, for example the question ‘Does the location L provokes stress if it contains the object X,Y,Z?’
could be also understood as ‘Does the location L provokes stress?’ if considered in a more general
manner. Below a list is given with all the question that were formulated so that the user could argue with
the system over their results.

Which images might make me feel excited?

Which images might make me feel neutral?

Which images might make me feel sad?

Which images might make me feel happy?

The images which contain the X object what other object do they contain?

Are objects X,Y,Z related to landmarks?

The images which contain the X object as segmented object what feelings do they provoke?
The images which contain the X object as colourfulness object what feelings do they provoke?

PN R WD =
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13.
14.
15.
16.

17.

18.

19.

20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
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Is the verge label X related with the object X,Y,Z?

With what feelings is the verge label X associated?

What can I add to the image with verge label X in order to make it more attractive?

What can I add to the image with verge label X in order to make it more usefull for the local
citizens?

How are the locations associated to the stress of the human individuals?

Which one of the human individuals gets stressed more across the locations?

How do the object X,Y,Z affect the emotions of a user according to the location?

If I want the object X,Y,Z in an image what other object can I add in order to make it provoke
happiness?

If I want the object X,Y,Z in an image what other object can I add in order to make it provoke
sadness?

If T want the object X,Y,Z in an image what other object can I add in order to make it provoke
excitment?

If I want the object X,Y,Z in an image what other object can I add in order to make it provoke
boredom?

Is the phrase . ..” related with the object X,Y,Z?

Is the phrase “...” related with the verge T?

Is the phrase “. . .” related with the sentiment happiness?
Is the phrase “. . .” related with the sentiment sadness?
Is the phrase “. . .” related with the sentiment excitment?
Is the phrase . ..” related with the sentiment boredom?

Given the bounding box [. . .], what images in the location contain landmarks?
Given the bounding box [. . .], what images in the location contain the objects X,Y?
Given the bounding box [. . .], what images in the location make me happy?

Given the bounding box [. . .], what images in the location make me sad?

Given the bounding box [. . .], what images in the location make me excited?

Given the bounding box [. . .], what images in the location make me bored?

An argumentation protocol is showcased below to demonstrate how the framework learns new knowl-
edge through the argumentation dialogue. In more detail all the steps of the argumentation dialogue that
correspond to the Q11, are showcased. Notice that for Q11 the framework needs to propose objects that
have been found in locations similar to X and in X, and provoke either happiness and/or arousal. The
argumentation dialogue for the other queries work accordingly, with minor changes in the explanations
that the system provides to the user.

Step 1: The user addresses the query “What can I add to the image with verge label X in order
to make it more attractive?”

Step 2: The framework will return a list of objects that are found in places tagged with the
label X and similar places and provoke happiness and/or arousal. Subsequently, the framework
will ask back the user if (s)he agrees with its answer. If the user agrees, then the argumentation
dialogue will end here in favor of the system, if the user disagrees the argumentation dialogues
will proceed to Step 3. Notice that the answer may vary according to the question.

Step 3: The system will then provide an explanation to the user on why it proposed these specific
objects, and it would ask again the user if this explanation is adequate. If the user accepts the
explanation, then the argumentation dialogue will end here in favor of the system, otherwise the
argumentation dialogue will proceed to Step 4. Notice that the explanation may vary according
to the question.

Step 4: If the user is still not convinced, then the system will ask the user back if (s)he desires
to change the thresholds that it takes into consideration to answer this question, in this case the
segmentation and colourfulness of the objects in the images. If the user does not want to change
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the threshold, then the system will accept that the user has won the argumentation dialogue and
not relate again the objects with the verge label X. Otherwise, the system will ask again the
user how much does (s)he want to reduce the restriction of the threshold, in this case by giving
her/him 3 options Low, Medium, and High, and indicating that currently it was using the High
threshold because it wanted to return the objects that provoke the most happiness and/or arousal.
The High threshold is set to 75% for each object, the option Medium decreases the threshold
to 50% and the option Low to 25%. In the case the user has chosen a threshold, then the system
progresses to the final step Step 5.

« Step 5: If the user likes the new answers then the framework has won the argumentation dia-
logue, otherwise the user wins the argumentation dialogue, and the framework will not relate
again the objects with the verge label X for this user.

Two notices need to be done here. First, the thresholds mentioned in Step 4, refer to the colourfulness
and segmentation of each object in a image, these values are given by the visual analysis mechanism
(see Subsection 3.1). So basically, when the user chooses a specific threshold then the learning-through-
argumentation mechanism of the framework will consider the threshold indicated by the user when its
going to add an entity in its answer. But notice that some questions might not have the option of changing
a threshold.

The second notice is how the mechanism learns a preference. It is done through a log file for each
user, for instance in the example below the mechanism will keep in a log file that the specific user, when
choosing Q11 and input park, has the preference on the Low threshold value, so if the same user asks
again the exact same question it will use the Low threshold instead of the default High threshold.

A more concrete example for this argumentation dialogue is shown below. In the following argumen-
tation dialogue the suffix U is given to parts of the dialogue that correspond to the user and the suffix U
to parts of the dialogue that correspond to the system.

o U: “What can I add to the image with verge label park in order to make it more attractive?”

o S: Well... I think you could add benches, fountains, statues, and squirrels (which are not
objects). Do you like these options?

o U: No, I think I do not like them

« S: Ok, I related the objects benches, fountains, statues, and squirrels (which are not objects),
with the verge label park, because in other figures tagged as park, amusement park, and national
park, these were set to provoke the most happiness and/or arousal. Is this explanation adequate?

« U: No, it did not help me.

« S: Ok, do you want me to have a more flexible way of thinking over this question in order to
see if these objects are indeed not related with the verge label that you gave me? If you want
me to be more flexible then indicate me how much: Low, Medium, High. Currently I was using
the High threshold.

o U: Low

o S: Ok great, apart from the aforementioned objects benches, fountains, statues, and squirrels,
I could also recommend adding food kiosks, bike lanes, horses, ducks, sculptures, trees.

5. Evaluation

The evaluation of the KG was a three part procedure. In the first part, the consistency and completeness
of the KG was evaluated; this was done with two different evaluation methods. First, the consistency
of the KG was evaluated, by testing if it obeys a set of SHACL constrains (Subsection 5.1). Second,
the completeness of the KG was performed by comparing the answers which the framework returned
over the questions presented in Section 4, with the answers that a set of individuals gave for the same
questions. In the second part, the evaluation of the information retrieval mechanism was performed by
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computing the accuracy over the questions it could answer (Subsection 5.2). Finally, the third learning-
through-argumentation mechanism was evaluated with a user-driven evaluation (Subsection 5.3).

5.1 Consistency and completeness of the knowledge graph

The consistency of the KG was evaluated through a validation procedure which inspected the syntactical
and structural quality of the data which was mapped in the KG. More specifically, a set of SHACL shape
rules was developed to check if the data which was mapped respected the data types of the properties,
as well as the cardinality of each property. One SHACL rule was developed for each class in the KG,
ending up to set of 21 SHACL rules.

The purpose of each rule, was to check for the properties attached to the class if there are any vio-
lations regarding: (i) The data types of the properties, for example if the property was expecting string
values and an integer was mapped as value of the property, (ii) the cardinality of the properties, for exam-
ple a property has a max 1 cardinality and 2 values were mapped for the same instance, and (iii) for the
object type properties if the object values of the property belong to the range class of the property. One
can see an exemplary SHACL rule below for the class :SemSegContainer. Fortunately, no violations
were returned to any rule.

SHACL Rule for Class :SemSegContainer
:SemSegContainerShape
a sh:NodeShape ;
sh:targetClass :SemSegContainer ;

sh:property [

sh:path :isSemSegLabel ;

sh:maxCount 1 ;

sh:name "is sem seg label" ;

sh:class :SemSeglLabel ;
I
sh:property [

sh:path :hasAccuracy ;

sh:name "has accuracy"

sh:datatype xsd:double ;
1
sh:property [

sh:path :thasPercentage ;

sh:name "has percentage"

sh:datatype xsd:double ;
1
sh:property [

sh:path :semseg_ta_contr_ imageability ;

sh:name "has sem seg ta contr imageability" ;

sh:datatype xsd:float ;

Next, the completeness of the KG was evaluated through a user evaluation. We asked from a group
of 20 individuals to compute their own queries and give 10 answers for each question, following the
schema of questions presented in Section 4. Notice that these questions are basically the CQs presented
in subsection 3.3. Therefore, each individual had to compute 31 questions and give 10 answers for each
one of them, ending up in a gold-standard dataset of 200 answers per question.
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Table 1. Accuracy of the framework for each question

Question Accuracy Accuracy percentage
Q1 166/200 83%
Q2 153/200 76,5%
Q3 158/200 79%
Q4 161/200 80,5%
Q5 165/200 82.5%
Q6 161/200 80,5%
Q7 158/200 79%
Q8 153/200 76,5%
Q9 150/200 75%
Q10 154/200 77%
Q11 154/200 77%
Q12 158/200 79%
Q13 166/200 83%
Q14 153/200 76,5%
Q15 158/200 79%
Q16 161/200 80,5%
Q17 166/200 83%
Q18 161/200 80,5%
Q19 158/200 79%
Q20 153/200 76,5%
Q21 150/200 75%
Q22 154/200 77%
Q23 154/200 77%
Q24 154/200 77%
Q25 159/200 79,5%
Q26 157/200 78,5%
Q27 157/200 78,5%
Q28 160/200 80%
Q29 158/200 79%
Q30 153/200 76,5%
Q31 150/200 75%
Average 4873/6200 78.,5%

Subsequently, we compared the answers of the users with the answers that our framework returned
for the same questions, and if there were common answers these would be considered as accurately pre-
dicted. For example, if the framework has 5 common answers with a user for a specific query, then we
would consider that the framework would have accurately predicted 5 answers. One can see the accu-
rately predicted answers per questions in Table 1. Moreover, notice that some of the individuals in this
evaluation were the same with the individuals of the evaluation of the learning-through-argumentation
mechanism, in subsection 5.3.

5.2 Information retrieval mechanism evaluation

The evaluation of the information retrieval mechanism was conducted using the accuracy of the infor-
mation retrieval mechanism (Equation 2), over the two real-life scenarios presented in Section 3.3 (i.e.,
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Table 2. Accuracy for Scenario A
and Scenario B

Accuracy
Scenario A 0.9649
Scenario B 0.9632

Scenario A and Scenario B).

[{Number_of _Answered_Queries}|
accuracy = - ()
|[{Number_of _Total_Queries}|
The dataset on which the information retrieval mechanism was evaluated contains a set of 1200
images for each scenario and can be found here'. For Scenario A, the number of answered queries for
images were 1157, while for Scenario B were 1142.
Based on the aforementioned numbers the accuracy for both scenarios can be found in Table 2. Notice,
the results are rounded to four decimals.

5.3 Learning-through-argumentation mechanism evaluation

The argumentation mechanism is an automated add-on pipeline whose purpose is to assess the user’s
opinions on the system architecture’s results. By engaging the users into discussions with a generative
language model, on the one hand, the system’s results are evaluated directly by a human agent, and on
the other hand descriptions are provided to the user to help him/her understand the procedures adopted
to produce such results. The evaluation of the learning-through-argumentation mechanism was to let the
users argue with the framework over the results returned by the questions presented in Section 4.

The pipeline for the evaluation of the learning-through-argumentation was the users to handpick
question from the set of question we present in Section 4, and argue over the returned results. We asked
each user to do at least 15 argumentation dialogues with the framework, which is what happened, but
no one would go to more than 15 argumentation dialogues. In total 31 individuals took part in these
evaluations and the demographics of these individuals are the following. The participants were 78%
males and 22% females and 81% were less than 34 years old. 66% had completed a master’s degree
and 41% were either married or cohabiting with a significant other. 31% worked within the creative
industries while 13% was unsure. 88% expressed confidence on their ability to read, comprehend, and
write in English while 87% expressed confidence in learning and using new technologies. Only 22%
expressed confidence in distinguishing a text generated by a human expert from a chatbot while on the
contrary 34% did not feel confident.

From the beginning until the closure, 7 distinct dialogues were read by questionnaire participants.
After each argumentation dialogue, the participants were asked how satisfied they felt about the quality
of the argumentation in a Likert scale from 1 to 5, ranging from very satisfied to very dissatisfied. The
average percentages results of the first question type are illustrated in Figure 5. Some general assump-
tions imply that almost 70% of the participatory body felt at least satisfied about the quality of the
argumentation dialogue.

6. Discussion and conclusion

In this paper, a KG for describing emotions related to and practical design for, the indoor and urban
adaptive design was presented. The KG is packed with emotional, physiological, visual, and linguistic
measurements, allowing the building of adaptable settings. It is targeted at artists, designers, and archi-
tects, and its goals include redesigning indoor work spaces to make employees feel more comfortable and
enhancing the functionality, mobility, and aesthetic appeal of spaces while respecting the environment
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Average Percentages of Satisfaction on Quality of Argumentations

Very Dissatisfied: 0.
Dissatisfied: 4.9% | Very Satisfied: 19

Neither Satisfied/Dissatisfied: 24.5%

Satisfied: 50.0%

{ [l Neithe

Figure 5. How satisfied do you feel about the quality of the argumentation?

and cultural heritage. However, other users can also utilize and take advantage of this KG. For instance,
ideas from city residents might be quite helpful when revamping urban areas. Additionally, the KG
provides a straightforward approach to retrieve the data inside through an information retrieval mecha-
nism. This is why it retrieves information that is useful in real-world situations. Experts contributed the
scenarios that were used to create the information retrieval mechanism.

The user can access all the knowledge inside the KG through a set of predefined SPARQL query
templates. The user can also address ad hoc SPARQL queries to the KG. Additionally, by creating a
semantic-matching algorithm that uses semantic information from WordNet to detect semantic similarity
between entities existing in the framework’s internal KB and entities from the KG of ConceptNet, the
scope of queries the framework may respond to was expanded.

The learning-through-argumentation mechanism’s primary goal is to enable the framework to under-
stand each user’s preferences by allowing it to engage in an argumentation conversation where the user
can express particular preferences and assist the framework in creating additional replies that are tai-
lored to each individual user. The intention was to create a mechanism that would refine the internal KB
of the framework, with a method closer to the human approach of reasoning. As humans usually obtain
new knowledge through argumentation, when their opinion is proven wrong or there is some missing
knowledge. The learning-through-argumentation mechanism’s second goal is to increase users’ trust in
the framework by gaining their confidence through the explanations it offers for why it delivered certain
results. Therefore, it was intended to help the user understand why the system has answered a question
in a specific manner, in other words the intention was to increase the explainability and transparency of
the system on how it takes decisions.

For the creation of surroundings that can adapt, the KG is filled with emotional, physiological, visual,
and textual metrics. It is primarily targeted at artists, designers, and architects, and its goals include,
on one hand, redesigning indoor work spaces to make employees feel more comfortable and, on the
other hand, enhancing the functionality, mobility, and esthetic appeal of spaces while respecting the
environment and cultural heritage. But, other users can also make use of the KG. For instance, ideas
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from city residents might be quite helpful when revamping urban areas. Additionally, the KG provides
a straightforward approach to retrieve the data through an information retrieval mechanism. This is why
it retrieves information that is useful in real-world situations. Experts contributed in the generation of
the scenarios that were used to create the information retrieval mechanism.

The KG’s consistency, completeness, and information retrieval mechanism were assessed as the last
step. Using CQs that were gathered by domain experts, the KG’s completeness was assessed, by compar-
ing the answers of the framework with the answers given to the same questions by a group of individuals.
The consistency of the KG was evaluated through a set of SHACL rules, from which none returned any
violation to the constrains.

Concerning the information retrieval mechanism, both Scenario A (98.21%) and Scenario B
(98.12%) received high accuracy scores, demonstrating that each scenario may be employed as a stan-
dalone mechanism for assisting users by offering useful information. Furthermore, it can be said that the
non answered occurrences that were overlooked in Scenario A and Scenario B were due to the fact that
both of these scenarios call for an image as an input, which is then examined and the Top-3 segmented
labels (i.e., the Top-3 object labels that are most likely present in the image) are taken into account in
order to locate related images from the KG. As a result, the images for which the framework could not
answer had Top-3 segmented labels that were not presented simultaneously in any image in the KG.

Three outcomes stand out from the framework’s knowledge retrieval component evaluation. The
framework can be considered as a baseline for knowledge representation for environments that have to
do with emotions related and urban adaptive design as a primary (or secondary) source of knowledge,
because of the high percentage of subjects who are satisfied with the knowledge retrieval component’s
answers. The second technique of evaluation suggests that the information retrieval component, can be
utilized as a benchmark for evaluating other cognitive robotic systems functioning in an environment,
that is interested in the emotions pertinent to an urban or indoor location.

On the other hand, the evaluation of the framework’s learning-through-argumentation component
reveals that the users find the argumentation dialogue that the component generates to be logical and
persuasive. The component largely succeeds in achieving its goals as all arguments scenarios received
excellent satisfaction ratings.

The two components of this study’s limitations are the following. First, only the context of emo-
tionally relevant and urban adaptive design is now available for the knowledge retrieval component.
The ontology should be expanded with new classes and relations to represent the new knowledge in
order to broaden the framework’s scope. Another drawback of the Semantic Similarity Algorithm is
that, although being employed in a ‘controlled way’ the information it gives still has a lot of noise.
As a result, additional advanced techniques (in addition to the suggested metric) should be created to
filter the results that are returned. Furthermore, humans may argue in a wide variety of ways, but the
learning-through-argumentation component currently only supports a limited number of cases. More
scenarios—or rather, a flexible dialogue protocol that can accommodate various arguments scenarios—
should be created in the future. The most well-known argumentation framework, Dung (1995), is now
the foundation for the learning-through-argumentation component. Yet, because it is abstract, there is
not much room for explanation. Other argumentation frameworks, like the Structured Argumentation
Framework (Modgil & Prakken, 2014) or the Argumentation Framework with Domain Assignments
(Vassiliades et al., 2021), could be taken into consideration to compute arguments in order to get around
this limitation.

Regarding upcoming work, the intention is to assess and contrast the knowledge in the KG with other
KGs already in existence which are relative to indoor and urban adaptable design. It is also interesting
looking into and increase the range of real-world scenarios that the information retrieval mechanism
can accommodate. Since the queries are now written in SPARQL, the intention is to provide a user
interface that is friendlier. The semantic matching algorithm will also be expanded by including data
from more ontologies. Finally, by utilizing techniques from the semantic question answering (Antoniou
& Bassiliades, 2022) study field, the system might be expanded to accept queries in natural language.
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These techniques enable the translation of questions from natural language to SPARQL query templates,
which may then be directed towards the underlying knowledge network(s).
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