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RUSSELLIAN DEFINITE DESCRIPTION THEORY—A PROOF
THEORETIC APPROACH
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Abstract. The paper provides a proof theoretic characterization of the Russellian theory of
definite descriptions (RDD) as characterized by Kalish, Montague and Mar (KMM). To this
effect three sequent calculi are introduced: LKIDO0, LKID1 and LKID2. LKIDO is an auxiliary
system which is easily shown to be equivalent to KM M. The main research is devoted to LKID1
and LKID2. The former is simpler in the sense of having smaller number of rules and, after
small change, satisfies cut elimination but fails to satisfy the subformula property. In LKID2
an additional analysis of different kinds of identities leads to proliferation of rules but yields
the subformula property. This refined proof theoretic analysis leading to fully analytic calculus
with constructive proof of cut elimination is the main contribution of the paper.

§1. Introduction. The well known Russell’s paper “On denoting” [20] is often
treated as a cornerstone of analytic philosophy. In opposition to Meinong’s and Frege’s
views, Russell [20] developed his own theory of definite descriptions (abbreviated as
RDD), later elaborated in Principia Mathematica [24] and in [21]. Since then RDD
is commonly seen as a paradigm of philosophical analysis based on the application
of logical tools. Russellian analysis is brilliant and, despite of several criticism and
shortcomings, his solution was propagated in hundreds of textbooks as the official
theory of definite descriptions.

This paper however is not devoted to a discussion of its advantages and drawbacks,
of its philosophical or linguistic merits. In what follows we propose a purely proof
theoretic treatment of RDD developed in the setting of sequent calculus (SC). This
is a continuation of research on the application of proof theoretic tools to different
theories of definite descriptions developed in [5, 7-9]. Such a study is advantageous for
the research on definite descriptions and other term-forming operators, as well as for
proof theory. On one side, competing theories of definite descriptions may be shown
in the new light, and their formal features may offer new arguments for their utility.
On the other hand, it seems that the behavior of term-forming operators needs subtle
syntactical analysis enriching a toolkit of proof theory.

We briefly characterize RDD as a formal theory in the shape provided by Kalish,
Montague, & Mar [13]. Their treatment of RDD was in terms of natural deduction
system (which will be referred to as KMM), useful in practice but not satisfying usual
proof theoretic requirements, like normalization. More refined proof theoretic study of
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RUSSELLIAN DEFINITE DESCRIPTION THEORY 625

term-forming operators, in particular of definite descriptions, in the setting of natural
deduction was provided by Tennant [22, 23] and recently by Kiirbis [14, 15]. In fact,
in the latter case, definite descriptions are treated as binary quantifiers. Our purpose is
to show that it is possible to obtain a satisfactory proof theoretic characterization of
RDD in terms of SC.

To this aim we introduce three systems: LKIDO0, LKID1 and LKID2, all being
essentially Gentzen’s original system LK with added special axioms or rules for identity
and descriptions, and all equivalent to KMM. LKIDO has an auxiliary character and
is introduced only for easier comparison with KMM. LKIDI1 provides a more refined
version which admits, after small refinements, a constructive proof of cut elimination.
However, these small refinements make one of the rules for identity not analytic and
as a result the subformula property fails. This is connected with the fact that rules for
introduction of descriptions treat them as arguments of identities and this may be in
conflict with the general rule for introducing identity. The main result of this paper is
to show that a more subtle analysis of identities, and atomic formulae in general, can
lead to substantial improvement. It is obtained in LKID2 where a richer collection
of rules is introduced which are specific for distinct kinds of atomic formulae. As a
result for LKID2 we obtain not only constructive proof of cut elimination but also the
subformula property.

§2. Preliminaries.

2.1. Language. We will be using a standard first-order predicate language with
quantifiers V, 3, identity predicate = and iota-operator 2 forming definite descriptions
from formulae of the language. In accordance with Gentzen’s custom we divide
individual variables into bound VAR = {x, y,z,...} and free variables (parameters)
PAR = {a.b,c,...}. It makes easier an elaboration of some technical issues concerning
substitution and proof transformations. In the metalanguage ¢, y, y denote any
formulae and I', A, T1, ¥ their multisets. In particular we use a convention to the effect
that Iy, ..., I['; denote submultisets of I', whereas, e.g.. I » denote multiset union of I';
and I',. It facilitates representation of proof schemata involving many-premiss rules.

The definition of a term and formula is standard, by simultaneous recursion on
both categories. In the presented systems the only terms are variables and definite
descriptions since functions may be always represented as descriptions so it is not
necessary to consider them separately. As for descriptions, denoting ones are called
proper and nondenoting (or not unique) improper. They are written as 2x¢ where ¢ is
a formula in the scope of respective operator. Metavariables ¢, ¢, ... denote arbitrary
terms; moreover, we will use a metavariable d to denote any description if its structure
is not essential in the context. We will use also a phrase DD as an abbreviation of
“definite description.” ¢[x/1] is officially used for the operation of correct substitution
of a term ¢ for all occurrences of a variable x in ¢, and similarly I'[x/¢] for a uniform
substitution in all formulae in I'. It is always assumed that the substitution thus
represented is correct, i.e., if 7 is a variable or contains variables, they remain free after
substitution.

It will be useful to introduce several distinctions concerning formulae which are
usually called atomic or elementary. We will keep the latter name for any formula
which consists of a predicate (including =) with its arguments. We will call atomic only
those elementary formulae where all arguments are variables. If at least one argument
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is a DD such a formula is quasi-atomic (g-atomic). So elementary formulae are divided
into atomic and g-atomic. Moreover, if the predicate is not an identity, such a formula is
proper atomic or proper g-atomic (both are called proper elementary). Quasi-atomic
identities will be additionally divided into d-identities (both arguments are descrip-
tions) and mixed identities with one argument a parameter and one a DD. Briefly:

(a) elementary formulae are either atomic (no DD) or g-atomic (with DD);

(b) formulae in both categories are proper (proper elementary, proper atomic, and
proper g-atomic), if their predicate is not an identity:

(c) identities (i.e., non-proper elementary formulae) are either atomic (no DD) or
g-atomic, and the latter are either mixed identities (one argument DD) or d-identities
(both arguments DD).

A distinction between atomic and q-atomic formula is connected with the complexity
of formulae/terms which is defined simultaneously for both categories:

c(t) = 0, for ¢ being a variable (bound or free),
c(axp) = c(p) = c(Vxp) = c(3xp) = c(p) + 1,
cloxy)=cle)+cly)+ 1 forx e {A V.= <},
(R . ty) = 20 e(ti) + 1.
e(

Hh= lz) =c(t1) + c(t2).

One may easily observe that all atomic formulae have complexity either 1 (proper
atomic) or 0 (atomic identity) whereas g-atomic formulae may be more complex than
compound formulae. That is an important factor in proving cut elimination. Treating
proper elementary formulae as more complex than identities may seem counterintuitive
but it is dictated by the requirements of this proof.

2.2. Russellian theory of descriptions. 'We will focus on proof-theoretic matters, in
particular, we show that by means of a well-balanced treatment of identity rules we
can obtain a system which satisfies cut-elimination and is analytic. However, before
we jump to the proper aim of this research, a brief explanation of what we mean by
Russellian definite description theory (RDD) is necessary.

Both Frege and Russell assumed that terms must denote but react in different ways for
the failure of denotation (the phenomenon of improper descriptions). Frege considered
four different attempts, analyzed by Pelletier & Linsky [18], and at least in his two
proposals urged that all descriptions must have designates, even if it will be arbitrary.
Incidentally, this last option, often called the chosen object theory, was also formalized
by Kalish ef al. [13] as a natural deduction system and by Indrzejczak [7] as a cut-free
SC. On the other hand, Russell denied that descriptions are terms and left variables
as the only terms of the formal language of mathematics. The other option, namely
admitting non-denoting terms, was first proposed by Jaskowski [12] and then developed
by several researchers under the heading of free logics.

Therefore, the original Russellian treatment of descriptions represents a kind of
eliminativist approach. In contrast to Frege’s view, Russell treated descriptions as a
kind of incomplete signs and showed how to get rid of them by means of contextual
definitions of the form:

wlx/wye] = 3x(Vy(p <y =x) Ay).

The analysis in [20] is brilliant and seems to be commonly accepted; hundreds of
textbooks using it as the official theory of descriptions count as good witness of this
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claim. However, this way of doing things has its own drawbacks connected with scoping
difficulties if y is not elementary. To avoid them Whitehead & Russell [24] introduced
additional devices allowing formal control over the scope of description. On the other
hand, in [24] one may find several theorems formulated with descriptions occurring in
term position. Pelletier & Linsky [18] provide also a list of theorems and rules correct
in RDD. Finally in [13] one may find a natural deduction system characterizing RDD
which we call KMM. This shows that it is possible to save some features of the
Russellian approach to descriptions yet to treat them as genuine terms. In what follows
we provide sequent systems which are equivalent to KMM and in this sense provide a
proof theoretic formalizations of RDD. What features are central for saving the spirit
of RDD, if we do not try to eliminate descriptions from every context but rather to
develop a suitable logic of descriptions as terms? In the Russellian approach there seem
to be:

1. fixed evaluation (as false) of all elementary formulae with nondenoting terms;
2. quantification rules of universal instantiation UI and existential generalization
EG restricted to variables;
. identity with reflexivity restricted to variables;
4. taking object language counterpart of Russellian definition as an axiom
characterizing descriptions (we will call it R):

98]

R y[x/1yp] < 3x(Vy(p <y = x) Ay),

where w must be elementary. This restriction is important since unrestricted version
can lead to contradiction. If we use tautology for w and contradiction for ¢ in the
schema we get troubles. For example:

A(ry(By A—=By)) = A(y(By A—=By)) ++ Ax(Vy(By A =By <+ y=x) A (Ax — Ax))

leads to Ba A —Ba.

The first three features concern the background logic whereas the last one is a
specific characterization of descriptions. In fact the most important feature is 1; 2 and
3 are its consequences. In 2 we mean that when a universal quantifier is eliminated we
cannot unrestrictedly substitute quantified variable with an arbitrary term satisfying
the conditions of proper substitution. In case of nondenoting term we can deduce a
formula which is false because of 1. Therefore the rule of universal elimination (or
existential generalization) must be restricted to such terms of which it was earlier
established that they denote. In KMM both rules are simply restricted to variables as
instantiated terms and it is assumed that all variables are denoting. Similarly in p. 3 if
t is nondenoting, then even ¢ = ¢ is false according to 1. Therefore reflexivity must be
restricted to denoting terms. Summing up these three features call for a logic which is
currently identified as a kind of negative free logic.

4 is also sensitive to the choice of background logic. R cannot be just added to FOL
with unrestricted Ul and EG, since it leads to inconsistency. Restricting logic according
to the points 1-3 makes possible to use R without problems. However, the fact that
underlying logic is a negative free logic allows us to replace R with another formula
which is easier to deal with. It is the well known Lambert axiom:

LA Vx(x =19 < Vy(p &y = x)).
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2.3. The system of Kalish, Montague and Mar. In focusing on these four features
we follow Chapter VIII of [13]. They present their version of RDD in the setting of
natural deduction (ND). Leaving aside the idiosyncrasies of their ND system, called
KMM in what follows, we mention that it is based on classical FOL in the language
where terms consist only of variables and individual constants. It is well known that
functional terms can be presented by means of descriptions so it is a reasonable choice.
In our version we get rid of individual constants as well, since they can be also reduced
to definite descriptions in the similar way. On the other hand, we follow a Gentzen’s
custom of making a graphic distinction between bound and free variables (parameters)
which is absent in KMM.

So what is the system we call KMM? To obtain an ND-system for RDD, in [13]
the basic ND for FOL, with UI and EG restricted to variables, is completed with the
following rules:

(ID) o+ b=b.

(LL) t = . plx/t] F plx/t].

(DP-1) R'ty..t,FIxx=H A Adxx=1,.
(DP*Z) t1 =t F3dxx =1.

(RD) G EVx(x =1yp < Vy(p ¢y = x)).

The restricted form of (ID) expresses the fact that variables always denote. In
RDD d = d does not hold in general; however, it holds 3xx = ¢ <+ t = ¢t. (LL) is for
the Leibniz’ law. Both denotation principles (DP-1), (DP-2) are necessary to satisfy
Russellian treatment of elementary formulae with nondenoting terms. (RD) is just the
Lambert axiom taken as zero-premiss rule. Although in general it is weaker than R, in
the presence of denotation principles it is equivalent to R. We sketch a proof.

LeMMA 2.1. R and (RD) are equivalent in KMM.

Proof. To prove R assume first 3x(Vy(p +» y = x) Aw). Using an arbitrary
fresh parameter a we obtain Vy(¢ <+ y = @) and y[x/a]. From (RD) by universal
instantiation we obtain a = 1y <> Vy(¢ <> y = a) which, by the former formula,
yields @ =1yp. By (LL) on w[x/a] we obtain w[x/1yp]. Since a was fresh in the
reasoning, this formula follows from Ix(Vy(¢ < y = x) A w).

If we assume w[x/2yp], then by (DP-1), and possibly conjunction elimination, (or
(DP-2)) we get Ixx = 1), since y is elementary. Again using fresh @ we obtain a =
1y and then by (LL), w[x/a]. Furthermore a = 1yp <+ Vy (¢ <> y = a) by universal
instantiation from (RD). These two formulae by detachment yield Yy (¢ < y = a).
This, together with w[x/a], yields by EG Ix(Vy(p + y = x) A w).

To prove (RD) assume first for some arbitrary a, a = 1y and using ¢ = x as our
elementary y in R we obtain 3x(Vy(¢ <> y = x) A a = x) which by instantiation
yields Vy(p «+ y =b) and a =b. By (LL) we obtain Vy(p ++ y = a). For the
converse, if we assume the latter and add @ = a we can deduce Ix(Vy(p <+ y =
x) A a = x) by existential generalization. This by R yields a = 2y¢. Combining both
implications and applying universal generalization (since @ was arbitrary) we obtain
(RD). O

It should be noted that denotation principles were required in proving one direction
of R by means of (RD). So in positive free logics the latter principle is essentially
weaker.
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One may also easily show that the restricted rules of universal instantiation and
existential generalization are sufficient to provide instantiation also for descriptions, if
they are proper. Namely, we can prove that these two rules are derivable in KMM:

Vxp, 3xx =d F p[x/d],
p[x/d],Axx = d + Ixep.

For the first if we instantiate the second premiss with fresh ¢ we obtain ¢ = d and
may apply universal instantiation obtaining ¢[x/a]. By (LL) we obtain ¢[x/d]. The
second proof is similar.

It may be instructive to provide a list of some theorems of RDD taken from
Principia Mathematica (PM) or KMM: in the brackets there is a number of suitable
theorems from PM (all beginning with 14.) or KMM (beginning with 5). Many
of them are equivalences or implications having Exy (Principia Mathematica) or
Jyy =axp (KMM) as an antecedent. E in free logics is often used as an unary
predicate and may be defined as Et := dyy =t¢. In Principia Mathematica E is
used only with descriptions and they are defined jointly in the following way:
Ewxp := 3yVx(p < x = y). However, it can be proved that in RDD 3yy = wx¢p is
equivalent to 3yVx(p <+ x = y). So we are justified in treating them uniformly and
we use ¢ as a fixed symbol for such antecedent.

o < p [x/ixp] [14.22,502]
o < wxp = wxp [14.28,501]
o < Jyixep = y [14.204]
o+ JyVx(p + x = y) [14.11, 500]
o+ Ixp AVxy(p A [x/y] = x = ) [14.203]
o — dxp [14.201]
o —wxp =1yp [x/y] [505]
a—Vxy(p A [x/y] = x = y)[14.12]
g — (Vyy — w [y/axp]) [14.18, 527]
o — 1x(x = 1xp) = 1xp [513]
o — Vx(p < x =wxp) [14.241, 506]
g — (Vx(p — w) & v [x/1xe]) [14.25]
g — (Ax(p Aw) < v [x/ixp]) [14.26]
o — (Vx(p & v) & axp = wxy) [14.27, 504]
Theorem 14.28 shows that d-identity is not reflexive in general; on the other
hand, symmetry and transitivity holds unconditionally for identities with any terms
(Theorems 14.13, 14.131, 14.14, 14.142, and 14.144 in PM).
Some other theorems of interest:
w(x =y) =y[14.2]
—p [x/1x—p] [516]
w [x/axp] < w [x/ayp [x/y]]) [14.272, KMM p.407, Ex.19]
Vz(z = wxp < z =1y [x/y]) [KMM p. 407, Ex.19]
wxp = axy — Vx(p < w) [508]
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Ewx(p Ay) < ¢ [x/ix(p A y)] [14.23]

Vx(p < ) = (Ewxp < Ewxy) [14.271]

Vx(p < w) = (y [x/1xp] < x [x/axy]) [14.272, KMM p.407, Ex.19]
Vx(p & w) = Vy(y = wxp < y = wxy) [KMM p.407, Ex.19]
Vx(p ¢ x = y) = (p [x/wxp] < w [x/y]) [14.242]

Vx(p <> x = y) < wxp = y [14.202,510]

wp =y = (x [x/axp] < x [x/y]) [14.15]

wxe = xy — (x [x/wxp] < x [x/axy]) [14.16]

y=wxe Ay =xy —ixp =xy [14.145]

W [x/0x@] A p [xf1x—] =~ [x/oxy] [522]

w [x/wxp] A @ [x/ixy] — ixe = axy [523]

v [x/1xp] <> Ix(x = wxp A w) [14.205]

—Jyy =wxp A —=Iyy =wxy — Vy(y = wxp < y =wxy) [511]
~y [y/1xp] < Iy (Vx(p < x = y) A-y) V —Ewxp [517]

Note that the converse of 508 does not hold which makes extensionality problematic.
But 504 (14.27) is its weakened conditional counterpart which for some applications
may be sufficient. Theorem 517 is a negated counterpart of R.

2.4. The basic sequent calculus LK. Before we undertake an investigation on SC
characterization of KMM let us consider in separation the core system for identity-
free and description-free language. While in all presented systems for KMM the rules
for identity and definite descriptions will be strongly interrelated and committed to
changes, this basis is fixed and provides SC for pure (i.e., with variables as the only
terms) classical FOL. It consists of the following structural and logical rules:

I=A¢ @ll=ZX

(AX)p = (Cut) FH= AT
(=) % (=) %
ey SO
(==) I'= A (=) p. = A
-, I'= A I= A -
) EE T =N T E T o
(v=) SD’sorv:;,A T, Hi?zz () 72 AA,’sf’vV:u
(==) rj —>A l//wl" Hv;r[;zz (=) rirz (pA;Wl//
SRR O i asay
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p[x/b]l.T= A I'=s A, p[x/a]
=) Mo T= A &Y = A v

plx/al.T= A I'= A, p[x/b]
(3=) Ixp, = A (=3) I'= A, 3Ixe

where a (called the eigenvariable after Gentzen) is not in I', A and . whereas b is any
parameter. This convention will be applied throughout.

The definition of proofs is standard; they are built as trees with the root labeled with
a proven sequent, leaves with axioms and remaining nodes regulated by the application
of rules. The height of a proof of a given sequent is the length of maximal branches
of its proof. We keep also standard terminology with respect to components of rules;
in particular displayed formulae in the schemata of rules are active (principal in the
conclusion and side-formulae in the premisses) and remaining ones are parametric and
together make a context.

This system provides an adequate formalization of pure FOL and we will call it LK,
since it is essentially Gentzen’s LK with small differences: (1) Sequents of the form
I' = A are built from finite multisets not sequences to avoid inessential complications.
(2) We also prefer to present all two-premiss rules in the multiplicative (or with
independent contexts) version. (3) We display additionally rules for equivalence which
are not usually formulated but are crucial for our analysis of descriptions. (4) Terms
in quantifier rules are restricted to variables. The last point is not really a restriction in
the case of pure FOL. Of course there is no problem to include individual constants as
in the original KMM: it is sufficient to replace b with ¢in (V =), (= 3) where ¢is either
a parameter or an individual constant (but not definite description). Thus we take for
granted that LK is equivalent to the restricted part of KMM system without identity
and descriptions (and individual constants). Before we focus on these additions it is
worthwhile to consider the well known properties of LK, since they will be our point
of departure in projecting a decent SC for RDD.

THEOREM 2.2 (Properties of LK).

1. If ) T = A, thenty T[a/b] = Ala/b], where k is the height of a proof.
2. If T = A, thentT = A is cut-free provable.
3. If =T = A has a cut-free proof, then it is constructed from subformulae of ', A.

These are familiar properties of (1) substitution, (2) cut elimination and (3) the
subformula property. The last one follows from the second as can be easily checked
by the inspection of rules. Substitution is an auxiliary result needed for proving (2);
in particular it helps to change all proofs into regular proofs, in the sense that every
parameter which is fresh by side condition on the respective rule must be fresh in the
entire proof, not only on the branch where the application of this rule takes place. Thus
no eigenvariable is used more than once in the whole regular proof which simplifies the
cut elimination proof. In what follows we assume that we deal only with such proofs;
there is no loss of generality since every proof may be systematically transformed into
a regular one by the substitution lemma.

Cut elimination is the crucial point, sufficient, at least for LK and similar variants
of SC, for obtaining a proof system which is often said to be analytic. For proving
(2) usually combinatorial inductive proofs are provided showing how to systematically
reduce the complexity of cut formulae and transform every proof into a cut-free proof.
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This systematic reduction is based on at least two inductive parameters: the height of
the proof tree and the cut-rank which, for our purposes is defined as the complexity
of the cut-formula. Accordingly we can call them h- and r-reduction, since the proof
proceeds by reducing either the height of one of the premisses (if the cut formula is not
principal there) or the complexity of the cut formula (if the cut formula is principal
in both premisses). The interplay between these two kinds of reduction is particularly
well illustrated by the specific strategy originally introduced for hypersequent calculi
by Metcalfe, Olivetti, & Gabbay [16] and later extensively used in this framework but
applicable also to standard sequent calculi (see [10]). We will designate the cut-rank as
r and accordingly D will denote the proof-rank, i.e., the maximal cut-rank in D.
The cut elimination theorem follows from two lemmata:

Lemma 2.3 (Right reduction). Let Dy FT = A.¢ and D)+ oF.T1 =X with
D1, ¥Dy < 1o, and ¢ principal in I = A, p. then we can construct a proof D such
that DTk T = A*. X and rD < r.

Lemma 2.4 (Left reduction). Let Dy F T = A, ¥ and Dy - .11 = Z withrDy, 1D, <
ro, then we can construct a proof D such that D F T, TIK = A.ZF and rD < re,

where p*, IT'* denote k > 0 occurrences of o, I, respectively. Both lemmata successively
make a reduction on the height of the right and then on the left premiss of cut. More
precisely, Lemma 2.3 is proved by induction on the height of D, (Right reduction) and
Lemma 2.4 by induction of the height of D; (Left reduction) using Lemma 2.3. Point
2 of Theorem 2.2 follows from Lemma 2.4 (for k = 1) by a simple induction argument
on rD, where D is a proof of I' = A.

The crucial features of rules enabling suitable transformations are that all rules are
substitutive and reductive. These notions were introduced by Ciabattoni [3] and applied
for general form of cut elimination proof in hypersequent calculi by Metcalfe ez al. [16]
but can be also applied in the present setting. The former property is connected with
the fact that multisets of formulae may be safely substituted for a cut formula which is
parametric. It allows for induction on the height of a proof (which we call h-reduction)
in cases when the cut formula is not principal in at least one premiss of cut. Rules with
side conditions concerning fresh parameters are not fully substitutive but due to the
substitution lemma this problem may be easily overcome.

The latter property (also called coherency by Avron & Lev [1]) may be roughly
defined as follows: A pair of introduction rules (= x), (x =) for a constant * is
reductive if an application of cut on cut formulae introduced by these rules may be
replaced by the series of cuts made on less complex formulae, in particular on their
subformulae. Thus reductivity of rules permits induction on cut-rank (i.e., r-reduction)
in the course of proving cut elimination.

One may easily check that in LK all rules are substitutive (modulo substitution
theorem) and all logical rules are reductive (modulo substitution in the case of
quantifier rules).

§3. Preparatory work.

3.1. LKIDO—a naive approach. The most direct and simple way of extending
LK to cover full KMM is obtained by addition of primitive (axiomatic) sequents
corresponding to the KMM rules for identity, denotation principles and descriptions.
However, in case of (ID) and (LL) we prefer to characterize them by means of
rules to simplify further modifications. In fact there are seven different forms of rules
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interderivable with (LL) (see [6]). For our purposes we apply the rules for identity
similar to those used in [17]. Hence we have three additional axiomatic sequents and
two rules of the form:

R'ty...t,=>3Ixx =H A ANdxx =1, Hh=t=3dxx =1

= Vx(x = 1yp < Vy(p <y =x))

plx/L) T= A
L) = elx/nl.T= A

b=bT=A

(ID) I'= A

Let us call this system LKIDO. It is obvious that it is weakly equivalent to KMM in
the sense that the set of KMM theses coincides with provable sequents of the form = ¢.
Sequents corresponding to (ID), (LL) are directly provable from axioms by means of
the corresponding rules, and the rules are derivable by one cut made on the premiss
and the axiomatic sequent expressing (/D) or (LL). Therefore we have:

THEOREM 3.5. LKIDO F= ¢ iff KMM F .

Before we go further one should notice that it is not at all obvious that identity is
symmetric in KMM. Since the class of terms is enriched with descriptions but (ID) is
restricted to parameters, it will be instructive to show what the problem is and how it
can be overcome. The ordinary proof of symmetry is based on the application of (/D)
and it still works in LKIDO but only for the case of atomic identity (both arguments
parametric) or mixed identity of the form b = d. A proof of b = d = d = b is like for
atomic identities, by introducing b = b by (ID) and the application of (LL). However,
ford = b = b = d it does not work, since for such simple proof we should introduce
d = d and it is not allowed by (/D). For the sake of illustration we will show how to
obtain proofs for the remaining types of identities.

b=d=b=d

d—bd—d—bh—d (LL()LL)
d=ba=da=a=b=d (D)
d=ba=d=b=4d (3=)
d=b=3dxx=d d=b3Ixx=d=>b=d (Cut)
d=bd=b=b=d (C =)
d=b=b=d

where in the first (from the root) application of (LL) ¢ := x = x, and in the second
¢ := x = d. For d-identities we can just replace » with d’ in the above proof.

This proof shows that for symmetry of identity the application of (DP-2) is essential,
but its restricted form (with Ixx = #; only, not with the conjunction of all terms like
in (DP-1)) is sufficient.

As another example of proofs in LKIDO0 we show the equivalence of 3xx = ¢ and
t = t. There are two cases dependent on the type of .

For dxx = b < b = b we have:

b=b=b=b
=b=5>)
dxx=b=b=0>b b=b=3xx=5>
=dxx=b+<b=0>b

(ID)
(W =)
(=)
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For dxx = d < d = d we have:

d=d=d=d
((ﬁll)l; a=da=a=d=d
(32) a=d=d=d
)Hxx:d:>d=d d=d=3xx=d
=sdxx=d+d=d

(=

where ¢ := x = x in (LL). In both proofs the rightmost leaf is an axiomatic sequent
representing (DP-2).

In spite of the fact that LKIDO0 adequately characterizes KMM it is not an interesting
system and has an auxiliary character only. It was introduced as a bridge between
KMM and two more interesting variants of SC. The fundamental weakness of LKIDO
is serious—cut elimination cannot be proved for such a system for at least two reasons.
First of all, this system has additional primitive sequents and cuts with such axiomatic
sequents occurring as the left premiss cannot be eliminated. Secondly, the rule (LL)
as it stands also leads to troubles, since its active ¢ may be an arbitrary formula. But
r-reduction is possible only when both compound cut formulae were introduced by the
respective logical rules. In the case where cut formula in the right premiss of the cut was
introduced as the active formula of (L L) we have no such possibility. For example, let
the cut formula be —¢[x/1,] deduced by (= —) in the left premiss of cut but by (LL)
in the right premiss, then neither h- nor r-reduction of cut is possible. Since ¢ may be
any compound formula we have no advantage from the fact that rules for connectives
and quantifiers are pairwise reductive. To avoid the problem (L L) should be restricted
to elementary formulae ¢; otherwise reductivity fails.

3.2. LKIDI—a simple approach. As we noted LKIDO is not an interesting system,
since it is not analytic. Let us consider a system which is closer to what we expect from
a decent SC. LKIDI is LK with the following rules:

(_ QO[X/IZ]’ I'= A (_7)
= bex/t].T= A

b=bT=A
I'= A

where ¢ is elementary in (= 4) and #; ~ t, means that either ¢; = ¢, or t, = #1 occurs
(so there are two rules in fact). And:

a=dI=A a=d;, I'= A
<p[x/d],F:> A dl = dz,Fi} A

where ¢ is g-atomic (contains at least one occurrence of d) and i € {1,2} in (Str-);
ais not in I, A, . (Str_) is in fact a special case of (Str) but it is better to display
it as a rule on its own, as in KMM. The name is for ‘strict’ predicate in the sense
applied in [4].

For descriptions we have the following pair of symmetric rules (briefly called DD-
rules):

(Str) (Stro)

plx/al.T1 = Aa=c a=cTIy= A, p[x/a]
I'=Ac=wxp
FléAl,(p[x/b],bZC go[x/b],b:c,F2:>A2
c=wxp, = A

(=1)

(2 =)

where a (the eigenvariable) is not in T', A, ¢ and b, ¢ is any parameter.
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Let us pause for the moment to comment on these rules.

(=-) is just (ID). (= +) corresponds to (LL) but with two significant differences.
First, it is restricted to elementary formulae, whereas (LL) admits replacement in
arbitrary ones. We explained in the preceding subsection why such restriction is needed.
Second, there are two possible positions of substituted argument. It has the result
that symmetry for all mixed identities can be proved in the simpler way; the more
complicated argument, according to the lines of the proof from the last subsection, is
required only for d-identity. This issue is related to the next two rules corresponding to
denotation principles. In contrast to the latter, these are not axioms but rules, directly
introduce (in the premiss) an eigenvariable ¢ and uniformly do it for only one (selected)
term occurring in the conclusion. Moreover, in contrast to denotation principles they
are restricted to descriptions only. In particular, (Str—) cannot be applied to mixed
identity and this is the reason why (= 4 ) is formulated in the way allowing to cover
the symmetric case.

Both DD-rules are counterparts of (RD). Let us comment on the restriction of
DD-rules to mixed identities, moreover, with the strictly imposed order: parameter
as the left and DD as the right argument. In fact, the more general form of the rule
with arbitrary ¢ instead of ¢ is correct. However, we will see that restriction to mixed
identities is sufficient to prove interderivability of our DD-rules with (RD) and for
some technical reasons it appears more convenient to assume rules of this form. On
the other hand, one may doubt whether this solution is not too restrictive. These are
connected with the problem of symmetry of identity (mixed and d-identities) and with
the question of how to deal with d-identities in the course of proof-search if DD-rules
are restricted to mixed identities. And one can ask if it is not better to relax either the
proviso concerning the kind of identities or the position of the principal term. The
more general form of DD-rules admitting d-identities may seem more natural from
the proof-search perspective and one can ask what to do with d-identities if we want to
apply DD-rules to one of their argument. This is not a problem. If we have a d-identity
in the antecedent we can obtain mixed identity suitable for the application of (2 =) by
using (Str_) first. In case we have a d-identity in the succedent, the following strategy
always makes possible to change it into mixed identities ready to go for (= 1):

d=d =d=4d

F=Ac=d c—dm—d“?d—fgag
F=Ac—d —dT=Ad=d
[T=AAd=d
ToAd=d

Hence restriction to mixed identities as principal formulae of DD-rules is not
essential. On the other hand, if we admit d-identities we must keep the restriction
concerning the order. It is not important if DD is the right or the left argument but it
must be fixed; otherwise the proof of cut elimination fails if cut formula is a d-identity
introduced in both premisses by means of DD-rules but operating not on the same
term (and assuming that they are not identical). This shows that taking DD-rules with
mixed identities may be more convenient.

In particular, it will be essential for the improved system where allowing two variants
of DD-rules with either ¢ = d ord = ¢ will be necessary. For the time being one variant
is sufficient since symmetry holds for mixed and d-identities. Since, due to symmetric
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variant of (= +), the standard proof works for both mixed identities, we must only
show that it works for d-identities. The proof goes like this:

d=d=d=d
d:ﬂdzdjf:d(_tlﬂ
— !/ _ !/ _ / ! __ -
d=dd-dd-d>d=d " ,

d=d'=d =d

where in the first (from the root) application of (= +)¢ := d = x, and in the second
pi=x=d.

3.3. Adequacy of LKIDI1. In order to show the equivalence of LKID1 and LKIDO
we must remember that (= +) is weaker than (LL). Hence first we must prove:

LemMA 3.6 (Leibniz Law). LKID1 & 1) = t. ¢[x/t1] = @[x/12]. for any formula ¢.

Proof. The proof is by induction on the construction of ¢. In the basis ¢ is
elementary; hence it holds by (= +). The proof of the induction step is standard. [

Thus we have shown that (= +) is as strong as (LL) and we are in a position to
prove:

THEOREM 3.7. If LKIDOF T" = A, then LKID1 T = A.

Proof. Since every application of (LL) in LKIDO is simulated in LKID1 by cut
made on Lemma 3.6 as the left premiss with the premiss of this application of (LL) as
the right premiss, it is enough to show that the three axiomatic sequents of LKIDO are
provable in LKID1, then the theorem follows by induction on the height of LKIDO
FI= A

The proofs of sequents corresponding to both denotation principles are trivial. Let
us take as an example Rhd = Ixx = b Adxx =d:

b=b=b=b a=d=a=d
tiﬂ ~b—b a:d:ﬂm:dgzi
= dxx =5 Rbd = Axx =d (= A)

Rbd = Ixx=bAdxx=d

both branches show different ways of proving the cases of #; being a parameter and a
description. For (DP-2) the proof also depends on the kind of identity and the status
of t;. In case ¢ is a parameter we have:

() b=b=b=b

= dxx =05
(W =) b=t=3dxx=5b

In case t is d, the proof depends on the type of #, and we have either:

a:d1:>a:d1
a=dy = dxx =d;
dlzdzéﬂxxzall

(=3
(Str)

or:
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(_+) b:d1:>b:d1
T di=bb=b=b=4d
(:3) d12b2>b=d1

dlzbéﬂxx:dl

where symmetric variant of (= +) is applied with b as 7, and ¢ := b = x. Note that
in this case we cannot just use (Str_) like in the preceding proof since this rule applies
only to d-identities.

The proof of (RD) is slightly more complicated. Let D; be:

(=) ely/bl = b = a.¢ly/b] b=aly/bl=b=a b=a=b=aply/b] b= a.ply/b] = ¢ly/b]
(o) a =1, 0ly/bl=>b=a a=yp.b=a= p[y/b]
(€ =) a=1yp.a=1yp = p[y/b] <> b=a
(=) a=1yp = ply/bl & b=a

a=1p=>Vylp & y=a)

where all leaves are provable by weakening. Let D, be:

(o) b=a=b=aply/b] b = a.¢[y/b] = ¢[y/b] ely/b] = ¢ly/bl.b = a b=a¢ly/bl=b=a
@ly/b] <+ b =a.b =a = ¢[y/b] ely/b] <+ b =a.¢[y/b] = b =a
Vylp <y =a).b=a= p[y/b] Vylp <y =a).ply/bl = b=a

Vy(p <y =a).Vylp <y =a) = a =yp
(C=)

Vylp <y =a)=a=1p

then by (=<+) on their roots followed by (= V) we obtain = Vx(x = 1y < Vy(p <
y =x)). 0

THEOREM 3.8. If LKID1 T = A, then LKIDOFT = A.

Proof. 1t goes again by induction on the height of - I' = A but now it requires
derivability of specific rules of LKID1 in LKIDO.

One variant of (= +) is just a special case of (LL) whereas the other is derivable
by symmetry of identity. Showing derivability of (Str) and (Str_) in the presence of
denotation principles as additional axioms is also easy. For (Str) it looks like that:

plx/d]l=Ixx =0, A--ANIxx =1,

: a=d T = A 3=)
o[x/d]=3Ixx =d dxx=d.T= A (Cur)
o[x/d].T = A "

where p[x/d] is of the form R"¢; ...t, with d := t; and : comprises a standard proof
leading from a conjunction to one of its members obtained by means of (Cut). (W =)
and (A =).

Derivability of both rules for DD in LKIDO is straightforward. Notice that:

(@) = c=1xp < Vy(p <y =rc)

is provable by (V =) on axiom and cut with (RD). Since for any ¢, ., the sequents
@+ w.p = wand ¢ < .y = @ are provable, then by cut with (a) we obtain:

(b) ¢ =1xp = Vy(p <> y = ¢) and
() Vy(p <>y =c) = ¢ = xp.

From the premisses of (2 =) we deduce:
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Iy = Anb=coly/b]  b=coly/blTn=A

ely/bl<b=c T =A
(V=)
Vy(p < y=c).T=A

(=)

which, by cut with (b) yields the conclusion of (z =). In a similar way we deduce
I' = A Vy(p <+ y = ¢) from premisses of (= 2), and by cut with (c) we obtain the
conclusion of this rule. O

On the basis of Theorems 3.5, 3.7 and 3.8 we obtain:
THEOREM 3.9. LKID] is an adequate formalization of KM M.

3.4. Cut elimination problem. 1KIDI1 is more standard SC than LKIDO. In
particular, it has no additional axioms but instead a pair of symmetric rules (of
introduction of the constant to the antecedent and to the succedent) for DD which
are reductive. The substitution lemma (i.e., part 1 of Theorem 2.2) also holds for this
system in the same form as it was stated for LK. Note that the more general result
where arbitrary terms are substituted for parameters cannot be proved here, since it
would justify unrestricted (ID) for arbitrary ¢ = ¢. However, in all quantifier rules
instantiation is also restricted to parameters; hence this restricted form of the lemma
is sufficient for all transformations required in the proof of cut elimination.

We could expect that due to the restriction on (= +) we can avoid also the problems
with r-reduction described in Section 3.1. Indeed there is no problem for the old rules
already present in LKIDO0. However, LKIDI still cannot be proved to be cut-free in
the presence of our symmetric DD rules. The problem is that the principal formulae of
these rules are identities and the clash is possible with cut formula being mixed identity
but active in the application of (= +). Consider the following cut application:

plx/al.T1 = Aja=c¢ a=cTy= A p[x/a] w[x/ixp]. 1 =X
I'=Ac=wxp ¢ =wp, yp[x/cl. 1 =X
v[x/c].T.Il = A2

(=)
(Cut)

In this case neither h-reduction nor r-reduction is possible. Generally, the problem
is that even if we have a pair of logical rules which are reductive with each other (and
this is the case of DD-rules) it is not sufficient for cut elimination if there are other
logical rules which introduce principal formulae of the same shape. The problem is
not merely that we are unable to provide a constructive proof of the cut elimination
theorem. Consider the following proof:

Ab = Ab b=a=b=ua

(&’3 Ab.Ab—b—-a—=b—a Ab = 4b
(=1 Ab Vx(Ax - x=a)=b=ua b=a,Aa = Ab AwxAx = AuxAx
(Cut) Aa. Vx(Ax — x =a) = a = ixAx a =wxAx, Aa = AwxAx
u

Aa, Aa,¥x(Ax — x = a) = AixAx
Aa.Vx(Ax — x = a) = AwixAx

(C =)

Without cut we cannot prove this sequent in LKID1. There are at least two ways
to repair the situation. As we mentioned in Section 3.1, (LL) may be represented by
other rules. One way out is to change (= +) for:
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(=) Iy = A plx/t1] D=Mn=6b  elx/n]lTs=A
B = A

The new rule is interderivable with (= +) in the following way:

elx/t] = e[x/1] H=b=1==0th plx/6].T = A

(=) = tr.o[x/t].T = A
and
o[x/0].Ts = As B
Ih=MAMH==0 t1 =t o[x/t].T3 = Az (Cut)
' = AL elx/t] elx/t1], T2, T3 = Ay, As

(Cut)

I'=A

Hence the variant of LKID1 with (=) replacing (= +) is equivalent to the original
one. The sequent Aa,Vx(Ax — x = a) = AixAx may be easily proven using (=)
instead of (Cut). Moreover, we avoid the aforementioned problem with the clash
of mixed identities and we can prove cut elimination. Such a solution was applied
successfully for sequent calculi for several free logics with definite descriptions in [9].
There are some costs however, since the subformula property fails for the variant of
LKIDI with (=). From the point of view of proof-search it is not problematic; it is
rather obvious that (=) must be applied only for identities already present below and
no fresh elementary formulae need be used. But we can do even better and this is the
second way out of the problem. The main contribution of this paper is to show that by
means of more fine grained syntactical analysis it is possible to obtain a system which
satisfies both constructive cut elimination and the subformula property.

§4. The main result.

4.1. LKID2—an improved approach. A careful analysis of identity is a distinctive
feature of the present system. Instead of (= +) or (=), a collection of term-sensitive
rules is introduced which are pairwise reductive and enable not only cut elimination but
the preservation of the subformula property. In addition to LK we have the following
rules:

A. Instead of (Str) there are:

ay=dy,....ay, =dy, p[xi1/ay ... xy/a,). T= A
<p[x1/a’1 ...Xn/dn],F:>A
I''= A1, by = d, .. L= An,bn = d,, .= An+1,<p[x1/b1 ...x,,/bn]
I'= A, o[x1/d) ... xn/dy]

where ¢[x/d;...x,/d,] is a proper quasi-atomic formula with exactly n > 1
different definite descriptions (with possibly many occurrences) as arguments, and
@[x1/by ... x,/by] is a proper atomic one (i.e., with no DD). Every q; in (Str =) is an
eigenvariable so they must be different from each other as well. It is important to make
the substitution and the corresponding generation of mixed identities in one step on all
(occurrences) of DD since this guarantees that reduction step in cut elimination proof
is possible. Otherwise we could have for example Rdd; as the cut formula where the
rule was applied to two different arguments in both premisses of cut and this destroys
the possibility of cut-rank reduction.

(Str =)

(= Str)
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B. As the counterpart of (Str—) we have a pair of symmetric rules for d-identities:

a)=dy.a = dz,al =a),I= A

(==) dy = dy.T= A
(:>_) I'= A],b :d1 = Az,() :dz I's= A3,b =cC
a I'= A,dl = dz

where a1, a, in (==) are different eigenvariables.

C. For mixed identities we have the rules for DD which are essentially the same as
in LKID1 but they are doubled in the sense that conclusion of each rule may be either
¢ =d ord = c. So we have in fact four rules:

I'= A o[x/bl.b=c[c=b] b=clc=>]e[x/b].T= A,
c =wxp [ixp =c],.I= A
a=clc=al.l'= A, p[x/a]l ¢[x/al,T= Ar,a =c[c=a]
I'= A, ¢ =wxp [ixp = c]

(=)

(=1)

where the alternative conclusion and premiss is put in square brackets. Again « is the
eigenvariable of (= 1).
D. For atomic identities we have:

b=bT=A

b=cTI=A I p[x/b],T= A
I'=A

a=ba=cIT=A a=b,o[x/al.T= A

(R) (E
where ¢ is a proper atomic formula.

One can easily observe that, in contrast to LKIDI, there is a strict division of
labor between rules introducing identities with different kind of arguments as principal
formulae. (R),(E), (L) (for reflexivity, Euclid and Leibniz) deal only with atomic
identities, (==) and (==) with d-identities and 2-rules with mixed identities. Both
Str-rules complete the picture. All rules, except those in the last group, are symmetric
and, as we shall see, reductive. The important thing is that all rules (except cut) satisfy
the subformula property. In particular, no rule admits in the premisses any DD which
is not present in the conclusion of the rule.

If we take a restricted language with parameters as the only terms the three rules
from the last group are sufficient to obtain the system LKI for pure FOL with identity;
by (E) we prove symmetry and transitivity of = and (L) is sufficient to prove suitable
congruence principles for predicates of arbitrary arity. The remaining six (or rather
eight) rules are necessary not only to characterize DD but also to restore the usual
behavior of = in the presence of DD.

As an example of proof we show again the equivalence of 3xx =z and 7 = z.

For 3xx = b <> b = b it is almost the same as in LKIDO; only (= 3) must be
additionally applied in the rightmost leaf. For 3xx = d < d = d we have:

a=a=a=a (R)

(==) a=d=a=d a=d=a=d =>a=ua
(C )a:d,a:d:\d:d
(3 =) a=d=d=d
(=) dxx=d=d=d D

=sdxx=d+d=d
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where D is:

a=d=>a=d

(=3

a=d=3dxx=d
da=db=da=b=dxx=d EW;)‘)
d=d=3Ixx=d N

4.2. Soundness. It is not problematic to show that the new calculus LKID?2 is not
stronger than the former LKID1. We will show:

THEOREM 4.10. If LKID2 T = A, then LKID1 T = A.

Proof. (E) and (L) are just special cases of (= +). Two variants of the present
versions of (2 =), (= 1) are rules of LKID1. The other two are just symmetric versions
of the former rules for DD and we have shown that identity is symmetric in LKID1 for
any terms. Hence we must only demonstrate that the remaining new rules are derivable
in LKIDI1. In case of both Str-rules we restrict proofs to the case with only one DD
present in atomic ¢ to avoid unnecessarily complicated proof schemata. It is obvious
how to prove derivability for arbitrary n distinct descriptions.

For (= Str):
ple/d) = ole/d)
I'=A.b=d b =d, o[x/b] = ¢[x/d] (E 0
u
[ = As, p[x/b] ¢[x/b].T1 = A1 p[x/d] (Cur)
I'= A o[x/d]
For (Str =):
(= 1) a=d,p[x/al,T = A
(CT;) a=da=d o[x/d].T = A
(Str) a=d ¢[x/d].T = A
(C =) elx/d].¢[x/d].T = A
p[x/d].T = A
For (==) it goes similarly:
(:+) alzaz,alzdl,azzdz,réA
(_+) a1:dz,azzdz,al:dl,aZ:dZ,F:>A
(C :>)_><2 d] Zdz.,a] :dl,az :dz.,a1 :dl,az Zdz,F=>A
(Str )XZ dl :dz,al :dl,azzdz,réA
(C ;) ) d] Zdz,dl ng.,dl :dz,l":>A
d] = dz, I'=A
For (==) it is enough to prove:
(_+) d]Zdzidlzdz
N blzdl,b1=d2:>d1=d2
(=+)
bi=di.bp=dy,by=by=d| =d>
and apply cut thrice with the premisses of (==). O
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4.3. Completeness. The opposite direction, i.e., a proof that the new system
is strong enough to prove everything provable in the former system requires
demonstration that both (E) and (L) can be strengthened to cover the full power

of (= +).
Let us first consider the following additional rules:
=1,I= A =t8,I= A JI=A
(s) t=1,I= ) tr=1t3.T= 1% o[x/t6]. =
h=tTIT=A Hh=t.t1 =t,IT=A t=th,p[x/t].T= A

where ¢ is a proper elementary formula.
First we prove:

LemMma 4.11. (S) is derivable in LKID2.

Proof. Tt is sufficient to prove 7, = 1, = t, = t; since by cut with the premiss of (S)
it yields its conclusion. Symmetry of atomic identities is guaranteed by (R), (E). For
mixed identities b = d and d = b it holds by (z =), (= 1) in the following way:

c=a,c=wxp = p[x/a] plx/al,c =wxp =c=a
C=1Xp = 1Xp = C (=)
where proofs of both premisses are:
a=c=>a=c plx/a] = ¢[x/a]
W =) a=c=p[x/al,a=c a=c,p[x/al = p[x/a] =)
a=c,c=wxp = p[x/a] £ =)
c=a,c=c,c=1xp = p[x/a] R)
c=a,c=xp = p[x/a] (R)
and:
[x/a] = glx/a] T=ca—aocq &)
wplx/a plx/a a=c¢c=c=a
= W) plx/al = p[x/al.a =c a=co[x/al=c=a (H;?)
)

plx/al,c =wxp =>c=a

It remains to prove it for d-identity d; = d» = d> = d; to ensure that identity is
symmetric on all possible arguments:
b=a=b=ua
a=ba=a=b=ua
a:d1:a2d1 b:dzébzalz a=b=b=ua _
a=dib=da=b=>d=d ,_ (==)
dl = d2 = dz = dl (7é)

—~

—~

(incidentally the rightmost branches in two preceding proofs cover the case of atomic
identities). Hence symmetry holds generally and we will be using (S) below to simplify
other proofs. O

It is interesting to note why in LKID2 we need four DD-rules instead of two like in
LKIDI. In the latter system the proof of symmetry for mixed identities was directly
obtained by (= +) and (=-) on ¢ = c¢. But in LKID2 there is a division of labor
between several rules dealing with identity. In particular, (L) can be applied only on
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atomic identities as principal formulae and we cannot mimic the proof from LKIDI1
if the identity is mixed. Hence the addition of symmetric variants of DD-rules is
necessary; otherwise cut is not eliminable from LKID?2.

LemMA 4.12. (E’) is derivable in LKID2.

Proof. As before it is sufficient to prove t; = t,,1; = t3 = t, = t3 and apply cut to
the premiss of (E’). Since for the case of all terms being parameters it holds by (E) we
must prove the following combinations:

l.b=cb=d=c=d:;
.b=db=c=d=c:
.d=bd=c=b=c;
dlzdz,d1=b=>d2=b;
. d]Zb,d1=d2=>b=d2;
.b:dl,b:dzédlidz;
7. d1:d2,d1:d3:>d2:d3.

These cases cover all possible combinations of parameters and descriptions as
arguments. ad 1 (d := wxp):

a=b=a=5>b

(g; c=bc=a=a=b
= = — =
(= W) b—b C_,a c=a b—b _wlgx/a] plx/a] W =)
(1) =c,a=c=p[x/al,a = a=b,p[x/a]l = ¢[x/a]
b=cb=1wxp,a=c= p[x/a] D
(=)
b=cb=1wxp,b=cb=1xp=c=1xp
(C=)
b=cb=11xp=c=11xp
where D is:
a=c=>a=c
b=ab=c=a=c Eg))
(= W) plx/al = p[x/a] a=bb=c=a=c (W =)
p[x/al = p[x/al.a =b a=b[x/allb=c=a=c )
b=cb=1wxp p[x/a]l=a=c v
ad 2: It holds by 1 and symmetry on ¢ = d.
ad 3:
(R) b=b=b=0>b
(= ) =b=b wlx/b] = wlx/b] W =)
(=) = p[x/bl.b =b p[x/bl.b = b = p[x/b] hecob=—c
(= W) wp = b = p[x/b] c=b=>b=c (S)(W:”
wyp =b = c=b,p[x/b] plx/bl.c=b=b=c
(=) wxp =baaxp=c=b=c
ad 4:
(S) dlzal,dlzb:>a1=b azzb,d2:d2:>d2:b (E)

alzdl,dlzbﬁalzb alzb,a2=d2,611=a2:>d2=b
alZdl,le:dz,alZaz,dlzbécb:b (_:)
dlidz,dlibédzib o

where both leaves are provable; the left by 3, the right by 2.

(Cut)
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ad 5: by 4 and symmetry on d, = b.

ad 6:
b:d1:>b:d1 b:d2:>b:d2 =b=5b (:>_)
b=d1,b=d2:>d1=d2 -
ad 7:
b=c=b=c
E
ad=bdad=c=b=c ( )(E)
azdl,a/=d1:>a:a/ azal,azb,a/:c:bzc (Cut)
u
S S> a=dj.a=ba =djad =c=b=c

/ 7 =>=)
a=d1,b=d2,a:b,a =d1,C:d3,a =C:>d2=d3

a=d.b=dya=bd =dy=dy = ds o)
d1:d2.d1:d3:>d2:d3 =

(==)

where S, S, are axiomatic sequents b = d, = b = d, and ¢ = d3 = ¢ = d3, and the
next leaf to the right is provable by 3 and (S) ond; = a.d; = a’. O

LemMa 4.13. (L') is derivable in LKID2.

Proof. Again it is sufficient to prove 1, = 12, ¢[x/t1] = [x/t,] for arbitrary terms
and proper elementary formula ¢.

1. b =c.o[x/b] = ¢[x/c].
2. b=d, o[x/b] = ¢[x/d].
3. d =b,p[x/d] = p[x/b].
4. dy = dy. plx/di] = plx/d>].

ad 1. In case ¢ is a proper atomic formula it follows by (L). Otherwise it has some
occurrence of DD and requires additional work:

wlx/c.y1/ar ... yn/anl = @[x/c. y1/ay ... yn/an]
Sy ...8n b=c.p[x/b,yi/ay...yn/an]l = @[x/c, y1/ay ... yn/an]
b=ca =d,....,an =dn. o[x/b.y1/ai ... yn/an] = @[x/c. y1/d1 ... yn/dn]
b=c.plx/b.y1/d ... yn/dn] = @lx/c. y1/d) ... yn/dn]

where S| ... S, is a number of sequents of the forma; = d) = a1 =d, ... a, = d, =
a, =d,.

ad 2. It holds immediately by (= Str) if d is the only DD occurring only in ¢[x/d].
Otherwise we have also some other descriptions in ¢[x/b] and we must first apply
(Str =) to change them all into parameters. Then the proof goes like in case 1.

ad 3. Assume for simplifying a proof figure (i.e.. to diminish the number of inessential
branches) that only one other description is present in ¢:

olx/b.y/a'l = ¢[x/b.y/a’]

(L)

(= Str)
(Str =)

a=boglnfa s = olfby/al
d=a.d =b.p[x/a.y/a'] = ¢[x/b. y/d’] (s)
a'=d =a =4d a=d.d=>b,p[x/a y/a']l = p[x/b.y/a’]
a=d,a'=d',d =b,p[x/a . y/a'l = ¢[x/b,y/d’] (= Str)
(Str =)

d =b.p[x/d. y/d"l = ¢[x/b.y/d']
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In case no other DD are present in ¢ the application of (= Str) is not required; in
case there is more than one, we simply obtain more axiomatic branches of the form
ai:di:>a,-:d,-.

ad 4: The proof is similar but with the additional application of (==>) as the first
(from the root) inference on d; = d. O

THEOREM 4.14. If LKID1 T = A, then LKID2 T = A.

Proof. Notice that the only difference between (L) and (= +) is that the former
does not cover the case where ¢ is an identity. Then to show that the latter is derivable
in LKID2 we must consider three cases where ¢ is either of the form x = ¢ or¢t = x
or x = x for arbitrary ¢ as the second argument. With all possible combinations of
parameters and DD as respective terms it gives 8 + 8 + 4 subcases in total. Fortunately
in most cases proofs are identical. In the first case we obtain a proof by (E’):

h=t=0nH=t
h=h.hh=t=10hHh=t

(E' =)

Similarly in the second case but additionally we must use (S) in all subcases:

t=hHh=1t=1n
(S)
h=t=t=1n ,
h=h.hh=t=>1t=10n Eg)ﬁ)
h=ht=Hh=>1=0nh

In the last case only two terms ¢, f; are present and if both are parameters or if
t1 :=d and t, := b, then we obtain a proof by (R), and (W =). In the remaining two
subcases we obtain the following proofs:

b=d=>b=d b=d=>b=d b=b=b=>

b=db=db=b>d=d . _ (=)
b=db=b=d=d
a =dy) = ay = ap
a2:d2:>a2:d2 02:d2:>612:d2 = dy = ap (:>:()R)
GQZdz,a2=d2=>d2=d2 (C:>)(W=>)

aj :dl,azzdz,al :az,dl Zdl :>d2=d2 (_:>)
d]ng,d1=d1=>d2=d2 o

Hence:
THEOREM 4.15. LKID?2 is an adequate formalization of KM M.

4.4. Cut elimination. From the proof-theoretic standpoint LKID2 is much better-
behaved system than LKIDI1. The substitution lemma holds in the same form as for
LKID1; the addition of new rules does not affect the proof of this result. One can easily
check that all new rules are pairwise reductive and there is no risk of a clash, as was
illustrated for LKID1. In particular, restrictions put on (L) (proper atomic formulae)
are necessary to avoid a clash with (= Str); restrictions on (E) (atomic identities) to
avoid a clash with (==) or (= 1). As a result for all kinds of elementary formulae
their role as active formulae in a proof is strictly determined:
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1. if ¢ is a proper atomic formula, it can be active only in the antecedent, due to
(L):

2. if ¢ is a proper g-atomic, it can be active on both sides but only via (Str =)
and (= Str);

3. if it is a d-identity, it can be active on both sides but only via (==) and (==);

4. if it is a mixed-identity, it can be active on both sides but only via (= 2) and
(2 =):

5. if it is an atomic identity, it can be active only in the antecedent, due to (E).

Now if an elementary formula is a cut formula, then in cases 1 and 5, its occurrence
in the left premiss of cut is always parametric with respect to the rule immediately
applied over cut. Hence, h-reduction on the left premiss of cut is always possible. In the
remaining three cases, if in at least one premiss it is also parametric, again h-reduction
is applicable. But it is also possible that in both premisses of cut, an elementary cut
formula was the principal formula of the preceding rules. But, then it was introduced on
both sides only by the respective rules which are pairwise reductive; hence r-reduction
is possible. We will demonstrate the reductivity of (==-) and (==), and of DD-rules.

'y = A1bp =4 Iy = A).by=dy I3 :>A3«b1 =by ay 2(114(122612.(41 =ay, Il =X
F:>A.d1:d2 [11:d2.l_[:>z
rLim=Ax

By the substitution lemma we obtain by = d|.b, = d»,b; = by, I1 = X to unify
parameters with those present in the premisses of the application of (==) and proceed
as follows:

T3 = As.by = by by =dy.by =dy.b; = by I =%
Ty = Ay.by = dy by =dj.by = dy. T3.T1 = A3.%
I = ALb =d by =dy. T3, T3. 11 = Ay, A3.%
L= A%X

Note that all cuts are made on cut formulae which have strictly lower rank.
In the case of cut following the application of DD rules:

IF'=Ac=wxp c=wxp,Il=2%

(Cur) =AY

By the substitution lemma we obtain:
o[x/b].T1 = A,b=c and b=cT,= Ay [x/b]

from the premisses of I' = A, ¢ = 1x¢p to unify parameters with those present in the
premisses of the application of (2 =) and proceed as follows:

b =c,Ty = Ay, o[x/b] p[x/bl.b =c, 11 = %,

b=cb =c Iy 10; :>A2,22

rl,H1:>A1,Zl,b=C b=(7,r2,H2:>A2,22
rri=AX

(Cut)

(C=)
(Cut)

where the leftmost sequent is obtained in an analogous way by cut on the remaining
premisses. All cuts have smaller rank. The last remark applies to all cases of r-reduction.
In particular, recall that in the case of identities their rank is always the sum of
complexities of arguments, whereas in the case of proper elementary formulae we add
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1 to this sum. Note that this is required for the special case of quasi-atomic cut formula
introduced by (Str =) and (= Str), and having just one occurrence of only one d.
Then mixed identity @ = d in premisses is of rank n (the complexity of d), whereas the
principal formula of this rule application is of rank n + 1.

As we noted in Section 2.4 satisfaction of these conditions is sufficient for proving
reduction Lemmata 2.3 and 2.4, and the cut elimination theorem on their basis.
Moreover, all rules of LKID?2 satisfy the subformula property in the sense of being
closed for subformulae and identities where the only new terms are fresh parameters.
Hence LKID?2 is analytic in the sense that it satisfies both cut elimination and the
subformula property in slightly modified form, similar to that which holds for G3
system (see [17]).

§5. Conclusion. All sequent calculi presented in this paper are weakly equivalent
to KMM. But it can be shown also that this logic, after the addition of the definition of
definedness predicate of the form | := ¢ = ¢ is equivalent to definedness logic (or the
logic of partial terms) of Beeson [2] and Feferman [4] which was extensively studied and
applied in the context of constructive mathematics and computer science. This is a kind
of negative free logic with variables fixed as denoting and usually developed on the basis
of intuitionistic logic in the context of constructive mathematics. However, Feferman
rightly noticed that it works without changes in the classical setting (in fact he provided
only classical semantics in [4]). Indrzejczak [9] provided a cut-free SC formalization
(under the name NQFL for negative quasi-free logic) for both variants of this logic:
classical and intuitionistic. NQFL in the classical version is, with some inessential
differences, the present system LKID1 (but with (=) replacing (= +)); hence LKID2
provides an alternative, fully analytic, characterization of classical definedness logic.
Moreover, if we change our core system for LJ and in the similar way restrict the
additional rules to sequents with at most one formula in the succedent, we obtain the
intuitionistic version of LKID2. In particular, both rules (z =) must be split into:

(1 =) = ¢[x/b] b=clc=0b.T=A
c =wxp [ixp =c],T= A
I=b=clc=b] ¢[x/b].I=A
c=wxp [ixp=c],.I= A

(=)

A careful inspection of the proofs shows that all are intuitionistically valid after
making suitable corrections. Hence we obtain the intuitionistic theory of RDD in the
form of decent SC.

It is an interesting problem for future research to examine the scope of the kind
of analysis provided here. In particular, if it may be extended to other kinds of free
logics for which cut-free, but not fully analytic, systems were provided in [9]. This
technical problem is somewhat related to more philosophical issue which deserves
further study so it will be only signaled here. Dealing via specific sets of rules in LKID2
with different syntactic kinds of identities seems to make them, in a sense, different
constants. One may ask' what consequences it has for the treatment of identity in
the proof-theoretic semantics. Does it really mean that we are dealing with different
constants? Elsewhere [11] I proposed a rather different route to characterization of

I Asin fact one of the reviewers of this article did.
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identity as a logical constant in the setting of a slightly generalized SC with terms
being full-fledged elements of sequents (see for example [19] for another SC of this
sort). It seems interesting to compare these approaches and proceed with further
investigations on this issue.
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