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1 Why Read This Book?

School. It’s meant to equip us for life. But life requires creativity. And school is

failing to cultivate creativity. In fact, school may be decreasing it.

This book will try to change that. It will outline the limitations of current

approaches to teaching creativity. And it will lay out new creativity training for

students of all levels, from third grade through MBA. So, if you’re a teacher, you

can help your students grow their creative potential. And if you’re a student, you

can reach it.

1.1 Creativity: And Why It Matters

Creativity is for artists. And also for engineers, scientists, nurses, doctors,

entrepreneurs, leaders, administrators, soldiers, managers, teachers, coaches,

athletes, gardeners, chefs, parents, and everyone.

That’s because creativity solves new problems, provides better answers to old

problems, and enriches life with fresh opportunities. This practical, real-world

power is the reason that creativity is consistently listed by global agencies such

as UNESCO and the World Economic Forum as a top priority of international

governments and employers.1

By helping us overcome challenges and maximize possibilities, creativity

strengthens mental well-being. It elevates optimism, making us believe that we

can. It stirs courage, inspiring us to try new things. And it feeds resilience,

giving us more bounce-back when we fail, so that instead of getting discouraged

or angry, we treat setback as a chance to find a different way.

Which is whywe should be concerned about what’s happening in school today.

1.2 The Decrease of Creativity at School

For decades, researchers have observed a decline in students’ performance on

creative tasks.2 The decline starts around third grade and persists for as long as

students remain in school.3 It continues in college and in graduate programs.4 It

is not reversed by coursework in engineering, design, and other fields that

emphasize innovation and creative problem-solving.5

1 Florida 2006; Lee et al. 2010; Pellegrino and Hilton 2012; “‘The Skills Needed in the 21st
Century – New Vision for Education’ from New Vision for Education: Fostering Social and
Emotional Learning through Technology.” 2015; “Education Must Foster Creativity – and Fight
Inequality” 2017; Center for the New Economy and Society 2018, 2020, 2023; Florida 2019.

2 Land and Jarman 1993; Kyung Hee Kim 2011; Kim 2016; Henriksen et al. 2019.
3 Torrance 1967; Barbot et al. 2016; Hui et al. 2019.
4 Cheung et al. 2003; Genco et al. 2012; Sola et al. 2017; Coleman et al. 2020.
5 Cropley 2015; Surovek and Rassati 2017; Belski and Belski 2018; Valentine et al. 2018; Valentine
et al. 2019.
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If you graduate with a PhD in Computer Science, an MEd, an MBA,

a medical degree, or even an MFA, you will be less creative than you were in

preschool. You’ll be more of an expert in your field, but you’ll have less ability

to solve the big problems or initiate the deep changes necessary to improve

computers, education, business, medicine, and art.

The decline in student creativity has been accompanied by a drop in resili-

ence, meaning that when students are confronted with hard problems, they are

more likely to:

• give up;

• get aggressive, trying to brute force problems;

• look to authority figures for help.

This has led to decreases in self-efficacy, the belief that we can accomplish our

goals. And it has also led to increases in anxiety, anger, dissociation, and

magical thinking.6 (Magical thinking is when creativity detaches from reality,

leading us to skip over laws of physics and psychology, so that instead of

coming up with answers that we can practically test, we pivot into fantasy,

daydreaming that we’re a superhero or a wizard.)

The net result is that students are struggling not just to solve the world’s

problems but to handle their own. They’re losing faith in their practical

competence, becoming less confident and self-reliant. They’re getting better

at standardized tests and worse at life.

This situation is, however, ours to change.

1.3 What This Book Will Do For You

This book offers a new approach to training creativity, an approach rooted in

neuroscience and narrative theory.

Narrative theory has never previously been applied to creativity training,7 so

this book will describe what narrative theory is and why it can be useful at

improving our brain’s performance at solving problems and generating innov-

ations. It will explain that we’ve been miseducated to see narrative as a product

of creativity, when, in fact, narrative is an engine of creativity. Narrative is what

our brain uses to invent new plans, new tools, and new ways of doing.

This book will also show that we’ve been miseducated to think that narrative

is made of language, themes, representations, and meanings. Language, themes,

representations, and meanings are elements of symbolic logic, which is a tool

for computing equations such as 2 + 2 = 4 and peace is good. Symbolic logic

6 Pennequin et al. 2020. 7 Fletcher and Benveniste 2022.
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can run induction, deduction, interpretation, and Bayesian statistics, but it

cannot run narrative. Narrative is constituted from actions; actions contain

causes; and as logicians from Aristotle to Bertrand Russell have demonstrated,

symbolic logic can compute correlations, but it cannot discover the mechanical

workings of causes.

The most evident causes in narratives are characters. Characters are actors.

They initiate actions. But narratives contain many other causes, including:

• Motives, the psychological forces that prompt characters to act as they do.

• Plots, chains or branching sequences of actions, all of which cause other

actions, both in the story and in the audience’s mind.

• Storyworlds, the rules that govern what can happen in a given narrative.

• Narrators, the ultimate cause of any narrative, the deep why beneath its

operations.

Narrative theory reveals the mechanics of these causes, enabling us to grow and

focus our brain’s natural ability to generate original sequences of actions, aka,

behaviors, plans, and strategies. The more diverse our behaviors, plans, and

strategies, the more effectively we can react to challenges and opportunities,

improving resilience, innovation, and leadership.

To translate narrative theory into practice, the following sections will outline

narrative techniques for boosting creativity. Basic techniques include causal and

counterfactual thinking. (That is, speculating why and what if?) More advanced

techniques include spotting exceptional information, leveraging conflict, match-

ing volatility, and performing process recognition.

These techniques will be illustrated in Sections 8 and 9 via sample exercises

for students from third grade through executive MBA. The exercises are not

hypothetical. They have been run in hundreds of classrooms, and they have been

shown in scientific trials to increase creative problem-solving, major innov-

ation, self-efficacy, and resilience in students as young as eight.

Along the way, this book will touch on the origins of narrative creativity in

ancient art across the globe. And by drawing on the authors’ years of academic

and commercial research in natural language processors and other artificial

intelligences, including current generation large language models (LLMs), it

will explain why computers will never be capable of narrative creativity. The

path to a more innovative and resilient future won’t be invented by data and

algorithms. It requires theater, literature, and human intelligence.

But first, to set the stage for this book’s new approach, the next section will

describe the current approach to training creativity.
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2 Current Creativity Training

Current creativity training focuses on a pair of computational processes: ran-

domness and symbolic logic.8 (Symbolic logic will, from here on, be referred to

simply as logic.)

Randomness and logic can generate semantic and visual variance, which is

why AI is able to generate new word patterns and image blends. Such creations

can be useful, but they account for a fraction of real-world innovation and

problem-solving. By focusing on randomness and logic, current creativity

training thus makes us marginally better at creative tasks that we could out-

source to AI while neglecting creative tasks that only our brain can do.9

To understand how we got here, let’s turn back to the beginnings of modern

creativity training, eighty years ago.

2.1 The Beginnings of Modern Creativity Training

Modern creativity training traces its origins to American psychologist

J. P. Guilford. Guilford worked as an education professor at the University of

Southern California from 1940–1962, taking leave duringWorldWar II to serve

in the US Army Air Force.

WhenGuilford entered the Army, programs existed for instructing students in

math and writing, but there was no effective method for training creativity. In

fact, most educators had resigned themselves to the view that creativity was

beyond teaching. Unlike algebra and grammar, it was treated as a mysterious

mental power, intangible in its origins and operations.

This, to Guilford, was superstition, a holdover of the magical view that

human intelligence was driven by immaterial essences. If math and writing

could be taught, then so could creativity.10 It was simply a matter of distilling

creativity to physical operations that could be strengthened through practice.

Intrigued by Guilford’s certainty, the US Army provided him with a lab to

crack the secret of creativity. And remarkably, Guilford succeeded – or so at

least it seemed. He devised a theory of creativity that inspired modern

creativity studies, becoming the core of design thinking, generative AI, and

the methods now used to train innovation in twenty-first-century schools and

businesses.11

Guilford’s theory was that creativity could be reduced to randomness and

logic.12

8 Guilford 1956; Mednick 1962; Dietrich 2004; Mekern, Hommel et al. 2019; Mekern, Sjoerds
et al. 2019; Zhang et al. 2020; Runco 2023, chapter 5.

9 Brucks and Huang 2020; Gonthier and Besançon 2022. 10 Guilford 1950.
11 Michael 1999; Bycroft 2012; Van Eekelen 2017. 12 Guilford 1967, 1968.
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Guilford wasn’t the first scholar to emphasize the generative power of logic.

After the twelfth-century rediscovery of Aristotle’s complete Organon, logic

had become the foundation of European medieval science and its intellectual

creations.13 During the seventeenth- and eighteenth-century Enlightenment,

philosophers such as Rene Descartes, Thomas Hobbes, and Immanuel Kant

had anatomized technological innovations, artistic imaginations, and other feats

of human invention into algorithmic formulas.14 And in the early twentieth

century, psychometricians such as Charles Spearman had concluded that all acts

of genius, including creativity, were rooted in a “general intelligence factor”

that could be quantified via logical assessments such as IQ.15

Nor was Guilford the first to position randomness as a contributor to creativity.

The ancient materialist Lucretius had argued that the world was a haphazard

creation,16 and following the synthesis of Darwinism and genetics in the 1930s,

modern biologists had credited arbitrary mutation as a component of evolution.17

Within twentieth-century educational theory, meanwhile, creativity was associ-

ated with play, a spontaneous inventiveness hypothesized to drive childhood

games, improv performance, jazz music, and even theoretical physics.18

Yet although Guilford’s basic approach had many antecedents, it achieved its

own special impact by capitalizing on a new technology: the computer. In 1943,

the same year that Guilford started at his Army lab, the Army began construct-

ing ENIAC, the world’s first programmable, electronic, general-purpose

computer.19 ENIAC was built as a logic processor; its primary purpose was to

run logical-arithmetic functions such as addition, multiplication, and square

roots. But as John von Neumann demonstrated in 1949, ENIAC could also

generate random numbers.20

ENIAC’s mechanization of logic and randomness led Guilford to propose

that all creativity was computational. Every human innovation – from the

pyramids of Giza, to the plays of Shakespeare, to the invention of the computer

itself – had been achieved via the processes that hummed inside the Army’s

electric machine.

This account of creativity had three revolutionary upshots. The first was that

imagination was really ideation, the computational generation of new ideas.

The second was that people could improve their creativity via training in

ideation. The third was that automated ideation, aka computer Artificial

Intelligence, would eventually replace human creatives.

13 Swanson 1999. 14 Engell 1981; Nickles 1994. 15 Spearman 1920, 1930.
16 Greenblatt 2012. 17 Mayr 1993; Huxley 2009. 18 Millar 1968.
19 Campbell-Kelly et al. 2013.
20 Von Neumann 1963. For the continued centrality of randomness in computation, see

Rahnamayan et al. 2008; Misra et al. 2023; Deng and Lin 2000; Zenil 2011.
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Guilford’s theory has been expanded and revised over the past six decades by

a vast amount of research. But his computational model of idea generation

remains the basis of modern creativity training. To understand both the power

and the limits of that training, let’s delve into the workings of ideation, explor-

ing how it uses logic and randomness to compute new ideas.

2.2 Ideation: Its Major Logical Processes

Computers run all their “general computing” functions on an ALU, or

arithmetic logic unit, composed of logic gates. The gates come in different

forms, including NAND, NOR, XOR, and XNOR. But they all have the same

root function: to execute the triad of logical operations – AND/OR/NOT –

that (as Aristotle proved in his Organon) constitute the entirety of logic.21

Logic can be applied to creativity in different ways,22 but the three most

influential are analogical thinking,23 design thinking,24 and convergent

thinking.25

Analogical Thinking. Start with two objects. Any two will do. A duck and

a human. A clock and a business. The American Revolution and your next

dinner party.

Hold the objects side-by-side in your mind, comparing their structure. When

you do this, you will start to notice similarities. Or, to be technical, your brain

will engage in pattern recognition (what an algorithm does when it identifies the

similarities between a million photographs of canines, abstracting those simi-

larities into the general idea of dog).

Once you’ve abstracted that pattern, you can use it to transfer properties from

one object to the other. (For example, you can transfer the duck’s webbed foot to

the human, the clock’s mainspring to the business, and the Revolution’s timeline

to your dinner party.) The transfer will yield new ideas, enriching the second

object with properties from the first. (To continue our example, the new ideas

might be a foot-flipper for swimmers, a scheduling app to keep employees

operating in clockwork, and a Boston-tea hors d’oeuvre.)

If those ideas don’t work for you, look for other patterns – or select other

objects. The process can be reiterated endlessly.

Design Thinking. Design thinking is a logical method for inventing products

and processes (see Figure 1).

21 Nahin 2017. 22 Runco and Jaeger 2012.
23 Mednick 1962; Benedek and Neubauer 2013; Mumford and Martin 2020; Russ and Hoffmann

2020; Runco 2023.
24 Brown and Katz 2011; Kolko 2014; Brown 2019. 25 Mumford 2001; Runco 2020.
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Step 1: Empathize. Identify your ideal customer or typical user. Observe how

they act and deduce what they want, need, and expect. Determine how

“customer engagement” or “user experience” is degraded by the problems

(or “pain points”) posed by current products. Calculate how customer

engagement or user experience could be enhanced via innovations.

Step 2: Define. Precisely delineate the problem you are trying to solve or the

innovation you are trying to achieve. Do not try to accomplish everything

that any customer or user might want. Do not seek an abstract ideal of

“improvement.” Focus your mind on a single outcome, so that you can

target your thinking and clearly assess your progress.

Step 3: Ideate.Generate ideas for how to achieve your defined outcome. You can do

so via analogical thinking or other computational processes, such as brainstorm-

ing and divergent thinking (see below). Once you have a collection of promising

ideas, select your best idea via convergent thinking (see below).

Step 4: Prototype. Convert your idea into a cheap, working product. Build only

as much of the product as you need to assess whether your idea accomplishes

your defined outcome.

Step 5: Test.Run experimental trials with customer and user groups tomeasure how

effectively your prototype solves your defined problem or achieves your

defined innovation. Based on feedback, reiterate Steps 1 through 5, refining

and optimizing.

Figure 1 Design thinking.
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This five-step sequence is itself the product of design thinking: It has been tested

and refined by generations of designers to achieve optimum efficiency and

results.

Convergent Thinking. Logic can do more than generate ideas. Logic can

winnow ideas, selecting the best ones. The winnowing makes ideation more

efficient, and it also makes ideation more rigorous. It stops you from daydream-

ing a harebrained idea and announcing: I’m done! It pushes you to keep iterating

until you produce ideas that work.

This process of rational selection is convergent thinking. Convergent thinking

pre-tests ideas via logical deduction, which uses known rules (of physics, psych-

ology, and society) to compute whether an idea is tenuous or outright doomed.

Convergent thinking is the logical complement of divergent thinking (see

below). It can also be employed, solo, to simplify existing processes (by

eliminating their unnecessary features) or to refine existing products (by honing

their core function).

2.3 Ideation: Its Major Random Processes

Randomness might not be a quality you associate with computation, but com-

puters can be far more arbitrary than humans. If you ask a human to generate

a list of random numbers, the humanwill go slowly and be biased toward certain

digits. If you ask a computer, it will do so at electric speed with impartial

haphazardness.26

Computers achieve this haphazardness by harvesting a random “seed” number

(from a spontaneous source such as the computer’s clock) and then running it

through mathematical equations that amplify the initial instant of chance.27 By

applying logic to the arbitrary, computers are thus able to achieve superhuman

randomness, allowing them to contribute to cryptography, cryptofinance – and

also, creativity.

Randomness can contribute to creativity in different ways, but the three most

influential are brainstorming, divergent thinking, and fixation disruption.

Brainstorming. The term brainstorming was coined in the 1940s by New York

ad exec Alex Osborn.28 As explained by Osborn, its literal origin is a military

analogy: “brainstorm means using the brain to storm a creative problem – and

do so in commando fashion, with each stormer attacking the same objective.”29

26 Wiggins 2006a, 2006b; Jing and Yang 2015; He et al. 2019; Mateja and Heinzl 2021; Lu et al.
2022; Lavrič and Škraba 2023; Franceschelli and Musolesi 2024.

27 Deng and Lin 2000; Rahnamayan et al. 2008; Zenil 2011. 28 Osborn 1963.
29 Osborn 2008.
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In the years since Osborn’s coinage, brainstorming has taken on less martial

connotations. It’s now linked with mind-wandering, a process run by the brain’s

default mode network.30 Mind-wandering is maximized when the brain’s emo-

tional anxieties and critical opinions are suspended. To boost brainstorming,

experts therefore advise people to say whatever springs to mind, without

judgment. The freer and more relaxed the proceedings, the more conducive to

nonobvious ideas, nurturing novelty and hence creativity.

This process encourages our brain to randomly access our memory, stimulat-

ing a free association of ideas that can produce fresh analogies or disrupt

fixation biases (see below).

Divergent Thinking. Take a concept. (Like pineapple.) Now connect it to a very

different concept. (Like bomb.) What results from their combination? (A culin-

ary explosion of sweet-and-sour? A grenade with a spikey shell?)31

The less that your two concepts have been previously associated, the more

that they diverge.32 Which is what gives this technique its name: divergent

thinking.

Divergent thinking doesn’t need to be limited to individual concepts. It

can be used to associate disparate systems or patterns. What pops into

your brain when you add a dinosaur to Greek mythology, or jellybeans to

the Milky Way?

As these examples show, divergent thinking promotes analogical thinking. It

pushes the brain to come up with maximally distant objects that the brain can

then scan for patterns.

Fixation Disruption. Logical patterns can power creativity, but they can also

hinder it. The better your brain gets at detecting a particular pattern, the less it

pushes itself to see other patterns.

This is fixation bias.33 It occurs when your brain gets stuck on certain designs,

configurations, and models. It limits your imaginative reach and jams you in

creative ruts.

To break free, hit your brain with random stuff. Indiscriminately grab books

off library shelves. Travel to a faraway land or an obscure museum. Take the

design you’ve drawn and turn it upside-down.

The more you engage in these haphazard activities, the more you’ll jumble up

your mental habits, spotting fresh opportunities.

30 Abraham and Cramon 2009; Marron et al. 2018; Lopata et al. 2022.
31 Boden 1996, 2004; Wiggins 2006a, 2006b; Franceschelli and Musolesi 2024.
32 Hass 2017a, 2017b; Kenett 2018, 2019; Reiter-Palmon et al. 2019; Beaty et al. 2022.
33 Wiley 1998; Frensch and Sternberg 2014; Youmans and Arciszewski 2014; Crilly 2015;

Vasconcelos and Crilly 2016; Alipour et al. 2018; Storm et al. 2020.

9Narrative Creativity

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009614801
Downloaded from https://www.cambridge.org/core. IP address: 13.201.136.108, on 25 Jul 2025 at 01:12:35, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009614801
https://www.cambridge.org/core


There you have six ways to ideate: three via logic, three via randomness. This

list is by no means exhaustive; computation can be leveraged in other ways to

create new ideas. But this list is characteristic, which is to say, it accurately

represents current creativity training. The rest of the training can be derived

systematically from the principles and processes outlined above.

Although this list captures the big picture of modern creativity training,

however, it fails to capture the fullness of human creativity, as we’ll explore next.

3 What Current Creativity Training Misses

If you devoted yourself to ideation, rigorously excluding other processes from

your mind, you’d get less effective at everyday problem-solving. Instead of

increasing your natural creativity, you’d constrain it.

We’ll discuss the scientific reasons for this in Section 4 (where we’ll explore how

creativity evolved in the brain) and in Section 10 (where we’ll identify the mechan-

ical limits of computation). But first, let’s survey the current empirical evidence,

from human and AI experiments, that ideation is missing something.

3.1 Empirical Evidence for the Limits of Ideation

Human Experiments. Ideation has produced underwhelming results in scien-

tific trials. People trained in ideation perform better at ideation, which is to

say, they improve at generating divergent concepts, ideal customers, and

analogies.34 But they don’t show great improvement at solving problems or

producing innovations.35 Even long-term training in ideation does not yield

significant results. Instead of steady improvement, it shows diminishing

returns.36

To the extent that ideation does produce gains, moreover, they are in “minor”

creativity: refinements or incremental improvements to existing ideas. This is

perhaps to be expected in the case of design thinking and other logic-based

techniques that emphasize optimization. But it also holds true in the case of

randomization-based techniques. If you practice divergent thinking, you will

get better at associating random concepts – but you will not become more likely

to pioneer technology or revolutionize business.

AI Experiments. The limits of current creativity training could simply demon-

strate the limits of humans. Humans, after all, aren’t that logical – or that

capable of randomness. Even when our brains are fully trained, our powers of

34 Scott et al. 2004a, 2004b; Baer 2015.
35 Brucks and Huang 2020; van Broekhoven et al. 2020; Ritter et al. 2020; Gonthier and Besançon

2022; Gu et al. 2022.
36 Brucks and Huang 2020; Ritter et al. 2020.
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design and brainstorming are bound to be imperfect. On this line of thinking,

the reason that our species has succeeded is not because we’re individually

creative but because there are so many of us. The more people, the more

random ideas, the more chance that one of those ideas is a breakthrough.37

Training gains that seem insignificant at the level of individuals could yield

huge payoffs at the level of populations.

We can test this hypothesis. We possess technology that can perform ideation

at scale. That technology is: the computer.

The computer, as Guilford perceived many decades ago, is capable of both

precision logic and massive randomness (see Section 2), allowing AI to

accelerate ideation.38 Brainstorming can be accomplished via random mem-

ory access; divergent thinking via mix-and-matching from sets; convergent

thinking via pattern analysis of text and image libraries.39 These operations

have been automated by “generative” AI, which can run ideation at tremen-

dous velocity. Large language models are capable of producing thousands of

words a second, a rate of output that has astonished many observers

into presuming that it is only a matter of time before AI fulfills Guilford’s

prediction and replaces human creatives.

That prediction is, however, contradicted by a simple empirical fact: LLMs

do not improve by reading their own writing.40 Instead, their performance

degrades when they are trained on AI output.41 This is in stark contrast to AI

chess engines, which have increased their aptitude by playing each other until

they have become capable of beating human grandmasters.42

The difference between AI chess engines and LLMs reveals that computers –

despite the patterns that their logic circuits have found in previous human master-

pieces – cannot determine the merits of new works. They cannot, that is, detect

successful creations.43 And this is fatal to their prospects of becoming innovators.

The ability of computers to detect successful chessmoves iswhyAIs can learn from

playing themselves:When they execute a checkmate, they mark it for later use. But

because computers cannot detect successful creations, LLMs cannot sift through

their prodigious output for discoveries, self-educating.44 Instead, the more words

they produce, the more random bloat dilutes their effect.45 LLMs improve only by

reading human writers, or in other words, by copying our inventions. They are

plagiarists, not creatives.

37 Simonton 2015. 38 Chen et al. 2019. 39 Hubert et al. 2024; Minai et al. 2021.
40 Wong 2024.
41 Shumailov et al. 2023; Shumailov et al., 2024; Dohmatob, Feng, Yang et al. 2024; Dohmatob,

Feng, and Kempe 2024.
42 Hassabis 2017; Risi and Preuss 2020; Gaessler and Piezunka 2023. 43 Wang et al. 2019.
44 For example, West et al. 2023. 45 Shumailov et al. 2023.
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The inability to identify and build on creative successes has prevented AI from

generating breakthrough art, science, technology, or business.46 Sometimes, AI

brainstorms have inspired artists and entrepreneurs. And sometimes, AI has brute-

forced solutions to problems defined by scientists and engineers. But without the

added ingredient of human intelligence, AI creativity has proved of limited utility.

AI’s creative deficit has been rationalized in a variety of ways: AI needs

improved software. Or, betterdata. Or, consciousness. ButAI’s failure to replicate

human creativity doesn’t result from a shortcoming of current computers. It

results from a shortcoming of the theory that creativity is computational.

3.2 How We Know That Creativity Is More than Computational

Here are some human creatives: LeonardoDaVinci,William Shakespeare, Vincent

van Gogh, Marie Curie, Albert Einstein, Frida Kahlo, Grace Hopper, Steve Jobs.

These creatives weren’t random. They were disciplined and intentional. They

had a method for generating their insights and inventions. Yet that method

wasn’t logic. Logic produces universality, while that method nurtured individ-

ual styles of inquiry and production. Van Gogh’s use of color was highly

unconventional. Einstein’s theories contradicted the rational deductions of

eminent physicists. Steve Jobs was credited with a “reality-distortion” field.47

But how is it possible for a method to be nonlogical? And what could that

nonlogic be?

We can glimpse the answer in analogical, design, and divergent thinking.

When these processes run on human brains, they often drift beyond computa-

tion, getting “ghost help” from mental activities that can’t be reduced to

symbolic logic’s AND/OR/NOT operations:

• Ghost Help One. When humans deploy analogical thinking, they don’t stick

to analogies of structure; they instead imagine analogies of function.48 That

is, rather than strictly performing pattern recognition, humans also perform

process recognition. They go beyond computing configurations, shapes, and

designs to compare sequences of action.

• Ghost Help Two.Design thinking begins with empathy. Granted, it is not full,

human empathy. Full, human empathy focuses on what is distinct about

persons, exploring the uniqueness of individual minds.49 Design empathy

46 As Margaret Boden has noted, computational creativity is “exploratory” rather than “transform-
ational.” For more, see Boden 1996, 2004; Wiggins 2006a, 2006b; 2019; Eppe et al. 2018;
Carnovalini and Rodà 2020.

47 Fletcher 2025.
48 For example, Alan Turing’s discussion of “analogies of function” as a basis for how humans can

engineer computers. In Turing 1950.
49 Grant and Berry 2011; Glăveanu 2015; Keenan-Lechel et al. 2019; Glăveanu 2020.
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instead involves a generalized abstraction: the ideal user.50 Yet even that

abstract empathy exceeds AI. No algorithm can empathize with a human user,

because the wants and needs of that user are informed by emotion and other

nonlogical operations.

• Ghost Help Three. Divergent thinking is rigorously defined in logic as the

measure of divergence between an idea’s components.51 But in school and

business brainstorming sessions, it’s typically used to connote a diversity of

human perspectives, and those perspectives are (as in Ghost Help Two)

informed by emotion and other nonlogical operations.52

This ghost help can’t be magic or ineffable. The human brain is a biological

machine. All its operations are physical. So, what physical operation could run

sequences of action, latch onto unique human motivations, and contain multiple

people’s perspectives?

The answer is: narrative. Narrative is the nonlogical, nonrandom, physical

operation that enables the brain to perform process recognition, empathy, and

perspective-shifting. To understand how narrative does this, let’s delve into the

biology of where narrative came from – and what it evolved to do.

4 Narrative’s Role in Creativity

The human brain is a computer – and also more.

That more can be felt every time your brain departs from what is to speculate

on what could happen. Such speculation isn’t mathematical approximation,

statistical probability, or fuzzy logic. Those are all potential states of being, or

in other words, could be. And could be is different from could happen. Could

happen is action, not being. Instead of probable truths, now and forever, it’s

possible causes and effects, past and future. It’s hypothesized mechanisms that

cannot be proven. It’s posited innovations that aren’t guaranteed.

The psychological term for this brain action is imagination. Imagination is

what Guilford attempted to distill to ideation. Partly, he did so because imagin-

ation seemed too numinous a thing to be taught rigorously in classrooms. But he

also did so because imagination had a reputation of devolving into idle guessing

and irrational bias, going beyond could happen into could never happen, duping

minds into self-delusion and stretching facts into flat-out fiction.

Imagination’s tendency to veer into the impossible is why logic originated in the

first place. It was concern over the dangers of literary fantasy that prompted the

50 Brown and Katz 2011; Kolko 2014; Brown 2019; Koskinen 2023.
51 Hass 2017b; Kenett et al. 2017; Kenett 2018, 2019; Reiter-Palmon et al. 2019; Orwig et al. 2021;

Beaty et al. 2022.
52 Kalargiros and Manning 2015; Paulus and Kenworthy 2019.
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fourth-century BCE Athenian philosopher Plato to call for societies that stuck

entirely to the laws of reason. In answer to that call, Plato’s student Aristotle

distilled logic to the three rules of AND/OR/NOT that drove the syllogisms of

medieval theology and continue to drive computer AI today (see Section 2).

But while imagination has a long history of making philosophers nervous, it

has an even longer history of helping the rest of us thrive, as we can see by turning

back to our brain’s origins and discovering what could happen evolved to do.

4.1 The Origins of Could Happen

Our brain is composed of billions of neurons. Yet in the beginning, it was just

a single neuron.53 That neuron evolved more than 525 million years ago, during

the Cambrian Period.54 Before then, animals were mostly floaters and bobbers.

They survived not by pursuing food but by encountering it.

The archaic neuron changed this, imbuing life with intention.55 The intention

came from two different functions, the first of which was vision. Vision worked

by inducting data. That data took the form of light, which either was there – or

wasn’t.56 The earliest vision neurons thus operated in binary ON/OFF. They

signaled (i.e., represented) the presence or absence of things to eat.57

Binary, induction, and symbolic representation are all logic functions. And as

vision got more advanced, these logic functions developed.58 Vision neurons

formed circuits that ran basic AND/OR/NOT operations. Those circuits even-

tually developed into the animal visual cortex, which could synthesize vast

amounts of inducted data into three-dimensional, real-time representations of

the outside environment.59

The visual cortex was a symbolic logic processor. Which is to say: It was

a computer. Like a modern AI, it used logic to detect spatial patterns. And from

those patterns, it identified potential prey and adversaries.

Over long millennia, the neurons that performed these logical tasks propa-

gated to other regions of what became the human neocortex. Those regions

became good at mathematics, pattern recognition (along with its related

functions, generalization, abstraction, and design), and representational

language (such as nouns, adjectives, and linking verbs).60 They were able to

compute true, false, and could be.

53 Moroz and Romanova 2022.
54 Budd and Jackson 2016; Liebeskind et al. 2016, 2017; Kristan 2016; Ortega-Hernández et al.

2019.
55 Moroz and Kohn 2016; Williams 2016; Schwab 2018. 56 Asteriti et al. 2015.
57 Rosa and Krubitzer 1999; Kaas 2020.
58 Houdé and Tzourio-Mazoyer 2003; Knauff 2007; Monti and Osherson 2012; Vinod et al. 2017.
59 Ma et al. 2012. 60 Houdé and Tzourio-Mazoyer 2003.
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These processes were useful. Very, very useful. But they were not enough to

enable our ancestors to survive the primordial struggle for life. That survival

also required the archaic neuron’s second function: action.61

Action does not require a neuron. Ancient animals evolved flagellums, water

jets, and muscles that operated autonomously, without a nervous system. But

these sources of motion had limited capacity for learning, direction, and innov-

ation, a capacity massively enlarged by the development of neurons that could

initiate, sequence, and record new actions.62

Actions were different from data. Data was timeless mathematical coordin-

ates. Actions were causes and effects, which occurred in pasts and futures

outside logic’s eternal present.63

While vision-processing benefited hunters by helping them pursue food,

action-processing benefited the hunted by helping them initiate evasive maneu-

vers. Those maneuvers were most effective not when they were random but

when they anticipated the hunter’s intent and surprised it. Thus was born

innovation, the power that now drives the dynamic fluidity of the legs of

athletes, the fingers of musicians, and the faces of comic actors.

Over time, in the same way that visual neurons developed more advanced

structures and capabilities, so did action neurons. They networked to form brain

regions that ran could happen, plotting future behaviors and speculating on the

causes of past occurrences. Those brain operations were not symbolic logic.64

They were narrative cognition. Or, more colloquially, storythinking.65

Storythinking is thinking in causes, not correlations, in mechanisms, not

patterns. Instead of analyzing life into numbers, equations, relations, and labels,

61 O’Regan and Noë 2001; Monk and Paulin 2014; Fletcher 2023.
62 Tsodyks et al. 1999; Keijzer et al. 2013; Fu et al. 2019. 63 See Section 10.1.
64 Causation was assumed to be logical by medieval Scholastic philosophers, but this assumption

was challenged during the eighteenth-century Enlightenment by David Hume. Hume defined
causality as a propensity of the human mind, offering first an associationalist account and later
a counterfactual account for the attribution of causality (Hume 1986; Hume and Steinberg 1993).
Then, in the early twentieth century, Bertrand Russell, the logician who helped found modern
analytic and mathematical philosophy, declared causation non-existent because it could not be
proven logically (Russell 1912). Over the past hundred years, the claims of Hume and Russell
have led modern philosophers to treat causality empirically and descriptively, rather than
logically (Davidson 1963, 1967; Mackie 1980; Goodman 1983; Dupré 1993; Salmon 1998;
Strawson 2014; Mercier and Sperber 2017). One modern philosophical approach is to under-
stand causality via interventions and counterfactuals; this empirical turn underlies statistical and
probabilistic definitions of causation (Lewis 1973; Lewis 1979; Woodward 2005; Pearl 2009b).
A second approach is to stress the materiality of causal powers as something beyond logical
models yet irreducibly real (Harré and Madden 1975; Cartwright 2002, 2016; Bhaskar 2020).
A third approach is to emphasize that causality’s psychological dimension reflects its status as
a mode of human cognition rather than an objective set of logical operations (Sloman and
Sloman 2009; Michotte 2017; Campbell 2020).

65 Fletcher 2023.
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it uses narrative tools such as character, plot, storyworld, and narrator, each of

which evolved for a biological function.

• Character. This is a tool for processing the psychological and physical

mechanics of living organisms. It evolved because those organisms (includ-

ing the organisms of one’s own species) are life’s primary threats and

opportunities.

• Plot. This is a tool for combining, sequencing, and interacting mechanisms,

making it possible to hypothesize the causes of unexpected events and the

effects of unprecedented plans. It evolved to power active learning and

behavioral innovation.

• Storyworld. This is a tool for speculating on what is possible in any given

environment. It evolved because biological environments are imbued with

dynamic instability, necessitating the imagination of new paths to food and

reproduction.

• Narrator. This is a tool for integrating the brain’s personal why (i.e., its own

life motive) with its environment. It evolved to help the brain develop long-

term strategies that promote intentional conduct in volatile situations.

Storythinking, like logic, propagated across the human cortex. It now powers

brain regions that are good at planning, process recognition, and narrative

language (e.g., action verbs). These regions allow us to probe how and why.

They make us creative strategists and canny leaders. They supplement the

eternal truth of logic with the could happen of imagination.

That’s the story of how two kinds of intelligence, logic and narrative, came to

function side-by-side in our heads. Until in our own day, they were broken apart.

4.2 How Logic Displaced Narrative Intelligence
in Modern Education

Creativity training isn’t the only twenty-first-century curriculum based on logic.

Logic has become the foundation of most academic instruction, from elemen-

tary school through executive MBA. Narrative is rarely trained, even in fields

such as literature and communication. Those fields instead prioritize critical

thinking, interpretation, and other logic-based skills. When they do teach

stories, they teach it as themes, archetypes, representations, plot structures,

and other logical abstractions.

Modern education got this way for many reasons, but the main three are: the

skew of consciousness, the bias of logic, and the emphasis on standardized

assessments.
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The Skew of Consciousness. Our brain possesses self-awareness, which tricks us

into thinking that we’re aware of our self. But in fact, we’re aware of only

a small fraction of the goings-on that constitute our biology. Our mind can’t

perceive the workings of our gut or heart. It doesn’t even know the majority of

what’s occurring inside our brain.66

What our mind does know, moreover, is dominated by vision.67 Vision, for

most of us, is the focus of our consciousness. We’re heavily aware of the

illuminated environment around, and when darkness makes that environment

unseeable, we close our eyes and go to sleep, slipping into nonconsciousness.

Vision’s hefty role in consciousness, and consciousness’ equally hefty role

in self-awareness, can lead our mind into believing that thinking is fundamen-

tally analogous to seeing.68 And seeing is a product of symbolic logic

(Section 4.1). It’s generated by the part of our cortex that operates like

a computer. The more that we believe that thought is based in visual processes

such as pattern-finding and data calculation, the more that we equate intelli-

gence with computation,69 neglecting (and even denying) the alternative

neural operations of narrative.

This is the error made by many philosophers of mind, back through the

Enlightenment to Plato. And it’s the same mistake that many design thinkers,

AI engineers, and cognitive scientists are making now.

The Bias of Logic. Logic styles itself as a tool for eliminating bias. Yet there’s

one bias that logic cannot see, let alone eradicate: its bias toward itself. Its bias,

that is, toward logic.70

When logic encounters nonlogical forms of intelligence such as scientific

hypothesis, commonsense inference, and causal speculation, it equates them

with statistics, symbolic math, and Bayesian networks.71 It reduces human

neurons, despite their enormous physical variety and anatomical complexity,

to simple ON/OFF switches, treating the brain as no more than a sense-making

apparatus that operates algorithmically. To suppose otherwise, it thinks, is to

wander into magic, superstition, and pseudoscience.

But narrative is not magic. It is a set of physical mechanisms that complement

logic by performing tasks that logic cannot. Logic is useful in stable, transparent

66 Brogaard 2011. 67 Pins and Ffytche 2003; Kupers et al. 2011.
68 This analogy is the basis of the term Enlightenment, which refers to an intellectual movement

(historically situated in seventeenth and eighteenth-century Europe, but with long roots and
diffuse branches) that identifies itself with logic.

69 Fukushima 1988; Zhang et al. 2020.
70 Shenefelt and White 2013; Mercier and Sperber 2017.
71 For more on the relationship between causal insight, empiricism, and probabilistic and interven-

tionist causal models, see Pearl 1993, 2009b; Gopnik and Schulz 2007; Gopnik et al. 2004;
Schölkopf et al. 2021; Cartwright 1979, 2007; Chou et al. 2022; Kosoy et al. 2022.
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environments where enduring truths can be computed. Narrative is useful in

volatile, murky environments where original actions must be ventured. Logic is

big data. Narrative is low (even no) information. Logic is spatial patterns.

Narrative is mechanical processes. Logic is timeless. Narrative is change.

Logic abstracts and generalizes. Narrative leverages the specific and individual.

Logic seeks synthesis. Narrative is fed by conflict.

Narrative values difference, allowing it to respect logic as an equal partner.

Logic, however, values identities, which is to say, unities. So, it seeks to

incorporate narrative into a single system of logical processes. Within that

system, narrative is used not for thinking but for communicating, or in other

words, for conveying ideas that logic has validated. This is why modern schools

and businesses associate narrative with marketing and logic with innovation,

denying story a fundamental role in creative problem-solving and invention.

Standardized Assessments. Assessment is crucial for learning. Biologically,

assessment originates in self-appraisal, which by gauging whether our actions

advance our personal goals, enables us to grow intentionally. Socially, assess-

ment extends to mentoring and teaching, through which we help others develop

their distinctive skills and abilities.

Free societies have historically tolerated wide latitude in assessment, leaving it

largely to the discretion of individual learning communities. But in the twentieth

century, the rise of industrial democracy prompted a shift toward standardized

assessments.72 Such assessments could be graded algorithmically, making them

more efficient to administer. And because they had objectively right and wrong

answers, they were perceived as more fair.73 They allowed more students to be

appraised with less cultural bias and teacherly caprice, powering the spread of

meritocracy.

Standardized tests are now staples of K-12 education, where they drive state

funding, teacher promotion, and student placement.74 Standardized metric

evaluations are also core to most large corporations, where they direct hiring,

performance reviews, and salary. And as they have themselves been assessed

and improved, they have become more objective and more efficient. Yet the

results have not been unambiguously positive.75

In business, standardized assessments have hampered imagination, contra-

dicted commonsense, and perpetuated prejudice. In schools, standardized

assessments have motivated “teaching to the test,” and because they test logical

operations such as math and memorization, they have channeled instruction

72 Garrison 2009; Rury 2023; Lemann 2024. 73 Harris et al. 2011; Beach 2021; Rury 2023.
74 Harris et al. 2011; Kempf 2016; Beach 2021; Rury 2023.
75 Harris et al. 2011; Kempf 2016; Koretz 2017; Muller 2019; Gottlieb 2020.
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away from poems, plays, novels, and other narrative works. For millennia,

across cultures, those works were used to nurture imagination, emotional

development, and general wisdom. Yet now, they are quantified via essay

rubrics and multiple-choice exams that reduce books to snippets, writing to

formulas, and reading to keyword hunting.

4.3 Reviving Narrative

Even though logic pervades our twenty-first-century schools and workplaces,

narrative is still there. It’s embedded in our neuroanatomy. It’s a root process of

our brain’s default mode network.76 It springs into action every time we make

a plan for how – or ask why things happen.

And although modern schools and workplaces don’t have a curriculum for

strengthening narrative intelligence, that curriculum can be found in the world’s

libraries and museums, as we will explore next section.

5 Narrative Creativity Training, the Prehistory

Narrative is a product of creativity. That’s the standard view taught at school

today. But narrative can also be a source of creativity. It can be an engine of new

actions, new plans, new solutions to problems.

Narrative, in otherwords, can bemore than storytelling. It can be storythinking.77

5.1 The Scholarly Discovery of Storythinking

The first modern scholars to study narrative’s creative powers were twentieth-

century education researchers who noticed young children imagining them-

selves as doctors, parents, soldiers, homemakers, and leaders. While playing

those roles, the children used stories to solve hypothetical problems – and to

invent medicines, tools, and plans.78

This childhood method of narrative creativity was promoted in the 1990s by

Anna Craft. Born in 1961 in Lancashire, England, Craft received her B.A. in

Social and Political Science from Cambridge University, and then obtained

a Master’s in Education. After teaching briefly in a London primary school, she

worked as a professor at Open University, Harvard University, and Exeter

University. She established the Centre for Creativity Research in Education

and published Creativity Across the Primary Curriculum (2000) and Creativity

and Early Years Education (2002). Until in 2014, at the age of fifty-two, she

died of cancer.

76 Abraham 2016, 2018; Carroll 2020. 77 Fletcher 2023.
78 Craft 2004, 2015; Vygotsky 2004; Cremin et al. 2013; Chappell, Cremin, and Jeffrey 2015; Russ

and Zyga 2016; Cremin 2017; Chylińska and Gut 2020; Lee and Russ 2021.
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Craft’s research focused on possibility thinking, a narrative process based on

what-if (i.e., counterfactual) thinking.79 It’s used by children to roleplay, cre-

atively experiment, and generate alternate realities. To nurture possibility think-

ing, Craft and her team developed exercises that emphasized theatrical

improvisation and story sharing, inviting students to roam through imaginative

worlds that freed them from adult judgments, standardized tests, and RIGHT/

WRONG answers.

These exercises weren’t, as Craft was quick to observe, her invention. They’d

been devised by children in prehistoric ages. Craft’s contribution was to circu-

late, refine, and validate them. And even that contribution, richly original

though it was, had not originated with her. It had begun thousands of years

earlier in archaic theater and literature.

5.2 The Origins of Story Science

The first known theaters were erected in ancient Greece, more than 2500 years

ago. But it’s likely that informal stages and performances occurred long before,

at primeval gatherings and campfires.

Literature’s origins are likewise archaic – and murky. The world’s first known

author is Enheduanna, a Sumerian poet-priest who styled herself an “inventor”

of written literature.80 But we can guess that oral literature is older still, its roots

extending before the origin of our species.81

Why did theater and literature evolve? The answers long favored by scholars

are: (1) entertainment and (2) instruction. In support of (1), stage performances

can be fun, and in support of (2), fables can be appended with Aesopian morals

or interpreted as allegories. Yet even so, these scholarly answers miss the

obvious. If you ask children why they enjoy puppet shows and storybooks,

they will tell you: Because I like to use my imagination.

That use of imagination can be more than idle play. It can nurture creativity.

Children’s literature – from classic nursery rhymes like Hey Diddle Diddle to

modern fare like Winnie-the-Pooh – is filled with narrative techniques for

activating the default mode network,82 stimulating the brain to invent new

characters, plots, and storyworlds.

Literature’s creative powers stay with us long after childhood. Those powers

have been felt by every adult who has viewed a movie and tried to guess its

ending; or consumed a sci-fi story and speculated on living in the future; or

watched a detective show and tried to solve the mystery; or read a memoir and

imagined acting like the author. In all these cases, literature has encouraged

79 Craft et al. 2013; Cremin et al. 2013; Craft 2015; Craft and Chappell 2016.
80 Fletcher 2021b, Preface. 81 Fletcher 2021b, Preface. 82 Fletcher 2021b, chapter 18.
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storythinking. It has prompted the brain to roleplay, hypothesize on narrative

outcomes, explore imaginary worlds, or devise original actions.

By motivating storythinking, literature can help us become authors of our own

films and novels. And it can go beyond enriching our literary skills; it can also

develop our capacities at politics, science, engineering, business, and warfare.

The political and technological inventions of Niccolò Machiavelli and Leonardo

DaVinci were kindled by their studies of ancient comedy and mythology. Albert

Einstein, Mary Shelley, Marie Curie, and Carl von Clausewitz were inspired by

the Romantic revival of Shakespeare, while Vincent vanGogh, Dr.WilliamOsler,

Nikola Tesla, Maya Angelou, and Steve Jobs credited their imaginative achieve-

ments directly to Shakespeare himself.83

How did narrative generate the practical breakthroughs of innovators like

these? Next section, we’ll extend Anna Craft’s research to see.

6 Narrative Creativity Training, a New Theory

When we read a story, we don’t just process what’s in front of our eyes. We also

imagine what’s to come.84

That imagining is obvious when we read serial fiction. Serial fiction is broken

into episodes, each of which ends with a cliffhanger that provokes the question:

What will happen next? To answer that question, our mind ventures possibil-

ities, glimpsing events beyond the page.

This mental process isn’t limited to serial fiction. It occurs more subtly with

every story. The moment we start reading, our brain begins to speculate on the

story’s future. That speculation is whywe flip faster through books (and even skip

right to the end), hungry to test our guesses. It’s whywe feel suspense whenwe’re

immersed in romances and thrillers, as we foresee our heroes marrying the wrong

person (horror!) or outwitting their adversaries (hurrah!). And it’s why we

continue novels and movies past their endings, imaginatively roleplaying charac-

ters and mind-wandering through storyworlds long after we’re done reading.

How does our brain do this? How does it intuit where the plot might go? How

does it create what the author has not written?

6.1 What Happens in Our Brain When We Read
(or Watch) Stories

Every action has a cause. That cause is an earlier action. Sometimes the earlier

action is easy to spot. But often, it’s hidden, partly or fully. We know it only

through its effect.

83 Fletcher 2025.
84 Brooks 1992; Sternberg 1992, 2003; Carroll 2001; Herman 2009, 2017; Kukkonen 2020.
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This is why we’re often forced to guess about why things happen. When

someone acts shockingly, we cannot know for certain what they were thinking,

only speculate about their motives. The same goes for when life delivers us

a plot-twist: We must guess about unseen rules of society, politics, economics,

or physics.

Such guessing can be fruitful. But often, it’s not. Often, our brain leaps to

a vague, general explanation: People are selfish . . . Life is unpredictable. These

explanations allow our brain to move on and focus on other problems. Yet they

also prevent our brain from learning. They keep us from gaining deeper clarity

about how the world works. They cost us the opportunity to discover new

psychological and physical mechanisms that we could use to better grasp –

and influence – what happens next.

Literature restores that opportunity by entering us into the motives of charac-

ters and by exposing the mechanics of storyworlds. This exposition is particu-

larly evident in comedies of manners, fantasy novels, sci-fi movies, and other

stories where characters (or the narrator) explain the rules of dating, magic

systems, and new technologies. But exposition can also occur less explicitly.

Any time a story focuses on a particular event sequence, simplifying the world’s

hurly-burly to a tidy narrative, it’s telling our brain: This cause produced that

effect. It’s why and how that action occurred.

By providing our brain with access to causes, stories allow our brain to do

more than understand what has happened. They allow our brain to speculate on

what will happen. Once we know the nuts and bolts of a character’s psychology,

we can race ahead of the narrative to hypothesize how the character might react.

Once we grasp a storyworld’s rules of action, we can anticipate its potential

plot-twists.

Such storythinking isn’t always fully conscious.85 It whirs along in deep brain

regions, registering in our sentient mind as flickering intuitions. But you can

confirm its existence by reading badly executed fiction. Whenever a narrative’s

action seems implausible, that’s your brain thinking: That sequence of events

violates the mechanics of this storyworld. Same goes for whenever you frown at

a character’s uncharacteristic behavior: They would never do that!

You wouldn’t have those reactions if reading was a passive computational

process of inputting printed words into your brain. You have those reactions

because your brain is actively storythinking, leaping from known causes to

likely effects.86 The specific learning acquired via this imaginative leaping isn’t

always useful: Mastering the mechanics of a fantasy world may not help us

85 Abraham 2016, 2018; Zhu et al. 2017; Fabry and Kukkonen 2019; Carroll 2020; Russ 2020.
86 Bridgeman 2005; Radvansky and Zacks 2014; Simony et al. 2016; Song et al. 2021.
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navigate our daily lives. Yet the general action of using literature to prompt

storythinking can be very useful indeed. It allows us to practice narrative

conjecture in settings that are simpler and more transparent than real life. It

helps us exercise the mental muscles that our brain uses to adapt to new social

and physical environments. And it attunes us to the deeper method of narrative

creativity.

6.2 The Method of Narrative Creativity: From Why to What if

Before your brain can imagine the end of a story, it has to grasp the beginning.

Which is to say: The first step in creative thinking is causal thinking. It’s

determining – or, more commonly, speculating – why previous things happened

the way that they did.87 It’s hypothesizing hidden mechanisms of psychology,

society, and physics.

Once your brain has a theory about those mechanisms, it can incorporate the

theory into a narrative thought experiment: It can change a fact about the

present, insert that fact into its theorized mechanism, and imagine what happens

next. It can, that is, engage in counterfactual (akawhat-if) thinking, conjecturing

the effects of speculative causes.

Biologically, this process evolved to allow our brain to adapt to shifting

environments. The process begins when our brain is surprised by an event.

That event’s unexpectedness reveals the insufficiency of our existing narrative

about the world, prompting our brain to realize that there must be more to the

story of life. Perhaps the more is a new threat; perhaps it’s a new opportunity.

Either way, the unexpected event came from a previously unseen source – and

the better that we can grasp the source, the more that we can avoid or exploit it in

the future.

Put in narrative terms: When we’re surprised by an event, our brain realizes

that we’ve arrived in the middle of an unknown story.88 To learn the rest of the

story, we must imaginatively rewind time to hypothesize the story’s beginning,

conjecturing the event’s origins. Then, to test our hypothesis, wemust anticipate

the story’s end, predicting what happens next. Even though we think of stories

as running from beginning to middle to end, storythinking thus evolved in our

brain to run: middle → beginning → end.

When running this process, it’s more efficient to explain the unexpected in

terms of the known, or in other words, to trace new events to familiar causes.

But that efficiency limits our effectiveness in dynamic environments, so our

87 Buchsbaum et al. 2012; Gopnik and Walker 2013; Byrne 2016; Roese and Epstude 2017; Parikh
et al. 2018.

88 Roese 1997; Byrne 2002; Epstude and Roese 2011; Van Hoeck 2015.
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brain has evolved the capacity to imagine new mechanisms that we can practic-

ally test – the capacity, in other words, to perform causal invention and

counterfactual experiment.89 The former is the driver of science; the latter of

cultural and technological innovation.

Causal invention and counterfactual experiment are engines of creative

thinking. When our brain uses possible causes to generate possible effects, it

breaks free from what is to generate what could happen (see Section 4). Such

breaking free is how authors create original stories. And it’s also how engineers

create original technologies, how scientists create original hypotheses, how

entrepreneurs create original goods and services, how doctors create original

medicines and therapies, and how leaders create original laws and strategies. All

employ the same causal–counterfactual method: converting a conjectured

mechanism of action into a possible plot, or in other words, a future plan.

The key to consistent and sustainable gains in narrative creativity is to

practice this method, which, to cliffhanger you, is what we’ll do in the next

section.

7 Narrative Creativity Training, Basic Practices

Causal and counterfactual thinking are innate to our brain.90 But both can be

made more rigorous with practice.91 That practice decreases magical thinking

and boosts innovation.

Causal thinking gets more rigorous when we focus on unique causes, each

with its own distinct mechanical operations and effects.92 Counterfactual think-

ing gets more rigorous when we focus on specific, step-by-step results of

manipulating a single cause.

All of which adds up to: We increase our real-world creativity (1) by

diversifying causal thinking and (2) by sharpening counterfactual thinking.

The first supplies more prompts for our imagination; the second, more precise

plans for us to try.

7.1 Diversifying Causal Thinking

We diversify our causal thinking every time we add a new cause to our mental

catalogue. The more specific the cause – that is, the more clearly that it can be

mechanically distinguished from other causes – the more diversity it adds.

89 Magnani 2009; Pearl 2009b; Lombrozo 2012; Johnson-Laird and Khemlani 2017; Goddu and
Gopnik 2024.

90 Hume 1986, 1993; Gopnik and Schulz 2007; Sloman and Sloman 2009; Campbell 2020.
91 Cheng and Buehner 2012; Waismeyer and Meltzoff 2017; Lagnado and Sloman 2019; Goddu

and Gopnik 2020; Fletcher and Benveniste 2022; Fletcher et al. 2023.
92 Sloman and Lagnado 2015; Lagnado and Sloman 2019.
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We can add diversity by imagining new causes from scratch, as when we

invent a tool. But more commonly, we add diversity via the discovery of causal

mechanisms. That discovery is driven by explanation-seeking, which occurs

when we hypothesize from an observed effect to an unseen causal mechanism,

asking: Why did that happen – and how?93

Explanation-seeking is natural for children. It’s the reason they’re always

asking why?And it’s how they discover social and physical rules that help them

navigate and influence the world.94 As we age into adulthood, however, we

focus more on fact-seeking. In fact-seeking, we ask:What happened, when did

it happen, and where? We search for new data, not new mechanisms.

We make this transition toward fact-seeking because our adult brain has

settled on a mental model of the world. When we observe an event, we don’t

pause, as a child would do, in wonder.95 Instead we say: I know why that

happened.Rather than seeing an opportunity to learn, we see a chance to display

mastery. Displaying mastery is efficient, allowing us to rapidly process infor-

mation and execute actions. And it works well, as long as the environment is

stable. Mastery breaks down, however, in times of volatility. Volatility brings

new threats and opportunities, or in other words, new causes of failure and

success. To grasp those causes and leverage them, our brain needs to shift back

to its childhood way of seeking new explanations. But often, our brain has been

so conditioned to trust its current explanations that it cannot make the shift.

Instead, it rationalizes unprecedented events as consequences of familiar

factors.

This tendency is especially pronounced when our brain subscribes to an

ideology. Ideology is a product of logic, which traces events to timeless

principles such as justice, evil, and capital. Ideology convinces us that we

already have the explanation for unusual occurrences, prompting us to make

confident judgments that forestall us from imagining fresh whys and hows. By

doing so, ideology hampers adaptation and innovation. We’re not able to

develop new courses of action when our brain is stuck thinking in the same

old causal mechanisms.

We can unstick our brain via a simple method: focusing on anomalies.

Anomalies are events that don’t conform to our mental rules of society and

physics, so they stir curiosity, prompting explanation-seeking.96 Anomalies do

93 Sloman 2009; Cheng and Buehner 2012; Gopnik et al. 2013;Walker and Lombrozo 2017; Liquin
and Lombrozo 2020a; Liquin and Lombrozo 2020b; Kosoy et al. 2022; Goddu and Gopnik 2024.

94 Callanan and Oakes 1992; Alvarez and Booth 2015; Legare et al. 2017; Basch and Wang 2024.
95 Lucas et al. 2014; Samland 2016; Liquin and Gopnik 2022.
96 Kahneman and Miller 1986; Kahneman 1995; Roese 1997; Roese and Olson 1997; Mandel

2003.
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that prompting naturally, but in our modern world, their biological force has

been muted by logic. To regain the benefit of anomalies, we must therefore

consciously reverse how logic conditions our brain to treat them.

Logic conditions our brain to treat anomalies as random variance, blips to be

regressed to the mean, noise that distracts from a consistent signal. Logic does

this because it reduces life to mathematical models. Mathematical models can

be remarkably good at predicting weather systems, political contests, and even

military conflicts, yet they are never completely accurate. The mathematical

rationalization for that remarkably good but not perfect accuracy is: Logic deals

in probabilities, percentages, and other approximations. The rationalization is

not wrong, yet it is misleading, because it obscures the mechanical reasons for

model performance. Mechanically, a model is accurate insofar as it mathemat-

ically represents the material causes that drive events.When amodel is good but

not perfect, it is thus accounting for some but not all the causes.

Those unmodeled causes can’t be discovered if anomalies are dismissed as

the inherent noise of statistical probabilities. And they also can’t be derived

from pattern-finding, regression analysis, or other logical explorations of anom-

alous datapoints. Such explorations are correlational, so they lead to overfitting.

In overfitting, a model gets better at rationalizing existing data but worse at

predicting future events.97 Overfitting is an endemic issue for AI, and it also

occurs persistently in statistical analyses of biological systems, because of their

enormous mechanical variety.98

To excavate that variety, we need to exit logic and return to treating anomalies

as our brain naturally does: as prompts for explanation-seeking, or in other

words, as prompts for hypothesizing unmodeled causal mechanisms. Adults are

more effective than children at such hypothesizing, but children are more likely

to attempt it, because children are more likely to value anomalies.99 Adults can,

however, increase the number of anomalies they value. They simply have to

suspend their learned habits of logical efficiency – categorizing, identifying,

labeling – and attend to cherishing the differences between individuals.

That cherishing is why children treat all items as special. A six-month-old

will hesitate, scowl, and even cry if her toy is replaced with a toy that looks the

same to adult eyes. In her infant mind, no two toys can be identical, because

every toy is unique. This belief in the individuality of objects can seem

irrational, but it is physically accurate. The experienced artisan knows: Each

tool has its own distinct properties. That hammer does not strike like this one,

97 Domingos 2000; Hawkins 2004; Bilbao and Bilbao 2017; Ying 2019.
98 Subramanian and Simon 2013; Kosoy et al. 2022.
99 Glăveanu 2011; Cassotti et al. 2016; Walker et al. 2016; Bergey et al. 2020; Goddu et al. 2020;

Goddu et al. 2021; Gualtieri and Finn 2022.
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nor does this saw cut like that one. Outside the idealized realm of mathematics,

all objects are individual causes. Physics equations are no more than helpful

approximations.

What’s true of physical objects also holds for human psychologies. Those

psychologies are birthed via biological processes – such as sexual reproduction

and genetic recombination – that promote functional diversity, a diversity

grown further through life experiences. Thus it is that every brain has its own

particular motives, emotions, and intents – its own character.

To realize this is to open ourselves to genuine empathy, as distinct from

design thinking’s logical use of “empathy” to homogenize humanity into

idealized users.100 And to realize this is also to open ourselves to modern

science. Modern science is often mischaracterized as the belief that all physical

events (from planetary rotations to human heartbeats) are reducible to algorith-

mic formulas. But that belief existed in the Middle Ages. What changed in the

Renaissance was the discovery that astral bodies weren’t all made of the same

heavenly substance, quintessence.101 Different stars and planets had different

physical natures. The skies were full of diversity – and singularity. The future of

science lay not in the deductive application of known rules but in the discovery

of exceptions that drove the development of new hypotheses. To understand the

world, scientists needed more than math and logic; they needed conjecture and

experiment.

To help you transition into this imaginative approach to life, Sections 8 and 9

will provide exercises for diversifying causal thinking. But the key to the

transition is wanting to make it.102 The more that you recognize the practical

value of treating other people, social happenings, and biological events as

unique occurrences, the more that you can discover new causes.

7.2 Sharpening Counterfactual Thinking

It’s easy to imagine alternate worlds. Worlds in which we’re superheroes.

Worlds in which everyone is charmed by our wit and wisdom. Worlds in

which we visualize success – and it happens. But that kind of imagining isn’t

fruitful creativity. It’s magical thinking.

Magical thinking is common in children, which is why adults often equate

imagination with wishful dreams. Yet children don’t fall into fantasy because

there’s a necessary link between creativity and magical thinking. Children are

simply less experienced in the micro-mechanics of nature and society, so they

100 Brown and Katz 2011; Kolko 2014; Koskinen 2023. 101 Galilei 1953, pp. 106, 474.
102 Plucker and Dow 2017.
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don’t perceive all the distinct physical steps needed to achieve the outcomes

they envision.

Children can, however, learn those steps. And they do learn, every day.

Which is why billions of children succeed in their journey to navigate the

world effectively enough to fulfill their basic needs – and to satisfy at least

some of their larger aspirations.

Children succeed in this journey because of a gradual honing of counterfac-

tual thinking.103 Counterfactual thinking is engaged naturally by our brain as

a consequence of failure.104 Every time we experience a setback or disappoint-

ment, our brain plays back the sequence of events and thinks: What if I did

something different?105

What if isn’t always constructive. It can lead to unproductive regret, shame,

or dissociation. But its benefits can be maximized if we

1. Anatomizewhy and how the failure occurred.What, exactly, went sideways?

What were the specific steps – and the particular physical, social, or psycho-

logical mechanisms – that played out? Can we rewind the failure in our mind

and replay it, sharpening our understanding of what happened? Can we pin

the failure on a precise cause whose action we can trace, rigorously, through

time, from before the failure to after?

2. Limit ourselves to one change that we mentally step-by-step through time,

plotting its effects and their future trajectories. This deliberate precision

eliminates magical thinking’s error of leaping over intermediate steps. Such

leaping makes outcomes seem easier than they are, leading us to overesti-

mate a cause’s power. To achieve an accurate estimate, we must slow-walk

one change forward, linking actions into a causal chain.

By practicing these two techniques, we sharpen our counterfactual thinking.

Once it’s sharpened, it can be employed methodically when we encounter a new

problem, improving our chances of finding a workable solution.

Counterfactual thinking can also be engaged before failure strikes. We can

use it to anticipate hitches and perform pre-mortems, foreseeing what might go

wrong so that we better prepare ourselves to respond to setbacks (or avoid them

altogether).106

103 Gopnik et al. 2001; Buchsbaum et al. 2012; Gopnik and Walker 2013; McCormack et al. 2013;
Nyhout and Ganea 2019a, 2019b, 2020; Wente et al. 2022.

104 Kahneman and Miller 1986; Kahneman 1995; Roese and Hur 1997; Roese and Olson 1997;
Mandel 2003; Epstude and Roese 2007; Epstude and Roese 2011; Roese and Epstude 2017.

105 Kahneman and Miller 1986; Roese 1997; Roese and Olson 1997; Byrne 2002; McEleney and
Byrne 2006; Epstude and Roese 2011; Van Hoeck 2015; Roese and Epstude 2017.

106 Byrne and Egan 2004; McEleney and Byrne 2006; Epstude et al. 2016; Hammell and Chan
2016; Summerville et al. 2018.
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Until, at last, we achieve counterfactual thinking’s three great gifts:

1. Living in Many Futures. This happens when our brain gets so adept atwhat if

that it can perceive multiple paths ahead, all with their own special oppor-

tunities. Those paths allow us to switch courses fluently, maintaining initia-

tive in shifting environments.

2. Roleplaying the Outside World. This happens when our brain develops the

capacity to do what if not just for itself but for every actor in a situation. We

can imagine the possible responses of all our friends and adversaries,

teachers, and customers. We can anticipate their potential reactions to our

actions. We can exist in a dynamic future, where we adapt to the world as the

world adapts to us.

3. Making the Smallest Change for the Biggest Long-Term Impact. This happens

when our brain can storythink with such slow-motion precision that it spots

“butterfly effects,” or in other words, the big consequences of small actions.

Most small actions have small effects, but that doesn’t mean that the only way

to generate a big effect is with a big action. If we’re rigorous in our counter-

factual thinking, we can spot chances to accomplish much by changing little.

These are the gifts of novelists and screenwriters, who can envision branching

tomorrows, populated with wildly different characters, each acting individually.

And these are also the gifts of successful leaders, engineers, and entrepreneurs,

all of whom maximize life’s creative opportunity by imagining a wide range of

possible futures – then devising practical paths to make dreams happen.

These gifts can be enjoyed by all of us. In Sections 8 and 9, we’ll explore

narrative training exercises that can have big impacts on our why and what if

thinking – and with them, on our overall powers of practical imagination, real-

world problem-solving, and emotional well-being.

8 Narrative Creativity Training for Students

To help students improve their narrative creativity, start with exercises that

diversify their causal thinking. Then move onto exercises that sharpen their

counterfactual thinking. Finally, combine the two.

The following pages contain sample exercises for all three stages. These

exercises have been effective in classrooms from elementary through graduate

school. They are derived from literature and theater, but instead of steering our

brain to interpret or think critically about stories (as we’re taught now in most

literature and theater classes), they hone and extend what we do naturally when

we read novels or watch dramas: roleplay, world build, and produce fan fiction,

creating fresh narratives of our own.
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8.1 Diversifying Causal Thinking

The purpose of the following four exercises is to increase students’ mental

toolbox of possible actions, giving them more varied and unique options for

problem-solving and innovation.

Shift to Narrative. Pick a general source of change: kindness, intelligence,

community. Then provide two narrative examples: Jane was kind when

she . . . Lee was smart when he . . . We acted as a community when we . . .

This exercise helps students transition out of logical abstraction into narrative

thinking. In logical abstraction, students equate change with timeless properties.

Such properties (also known as tags, labels, and keywords) are used by com-

puters to efficiently catalogue, search, and retrieve items, but by amalgamating

individual causes into universal concepts, they shift the brain toward symbolism

and magical thinking.

To reverse that shift, have students contrast their narrative examples, specu-

lating on the causal mechanisms that distinguish one from the other. Help

students see that sometimes it’s kind to give people what they want and that at

other times it’s kind just to listen. Help them see that sometimes it can be smart

to solve a problem – and sometimes smart to walk away. Help them see that

community can be generated by different actors, each with their own plans and

methods. The more that students run this exercise, the more that they enrich

their mental catalogue of real-world causes.

Delay the Why. Select someone who acts differently than you. Seek their why –

without askingwhy. Instead, ask:who,where,when,what. For example, if someone

likes an activity that you don’t like, ask them who they do it with, where they do it,

when the first time they did it was, what they use to do it, who was the first person

who introduced them to it, where was the last place they did it, and . . .

After you have gathered all the details you can, hypothesize the person’s why,

that is, their motive for acting the way they do. If the other person confirms your

hypothesis, that’s good. If you help the other person discover a why that they

hadn’t realized before, that’s even better. You are more likely to discover a new

why if you focus on who, where, when, what that surprise you, stimulating

curiosity. In other words, you are more likely to find hidden causes if you focus

on anomalies (see Section 7.1).

Young students can do this by interviewing each other about their favorite

toys or activities. Their initial explanations may be generic: I do it because it’s

fun. Encourage deeper insight by comparing the toy or activity with similar

ones – and asking who, where, when, and what they prefer about it.
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Advanced students can interview people outside the classroom. And they can

also focus on behaviors that they disagree with. That is, instead of simply asking

about actions that prompt curiosity, they can ask about actions that incite

judgment.

For these interviews to work, students must have the patience to delve at

length into their interviewee’s background. They must also resist the impulse to

view the exercise as an opportunity to arrive at a mutual understanding,

compromise, or agreement. The goal is not to identify with the other person.

(Identification is a logical operation.) It is to imagine the mental mechanisms

that make the other person unique, allowing the student to roleplay that person

without caricature or malice.

Contrast Different Characters. Pick two (or more) people who respond differ-

ently to the same event. Resist the temptation to judge one response as better.

Instead, use Delay the Why (see above) to search for the motives and methods

(i.e., the why and how) beneath the responses, surfacing each person’s unique

character. Affirm the practical value of that character by imagining positive

effects that it could have in other situations. What idiosyncratic insights would

each person bring to a problem that you are facing now? How would the two

people solve a current social or technological challenge differently from each

other?

Advanced students can go beyond individuals to focus on organizations,

cultures, and other collectives. They can also follow the same person through

multiple situations – and track how that person’s motives shift over time,

revealing multiple characters inside.

The goal of this exercise is not scientific or historical accuracy. It does not

matter whether students correctly identify the underlying character of the people

or collectives they study. The goal is for students to diversify their own range of

mental motion by discovering new possibilities to roleplay. Often, however,

scientific and historical accuracy enrich the exercise, because scientific and

historical accuracy press students to think beyond their assumptions and attend

to the unique physical and psychological processes of outside lives.

Reverse Engineer Events. Pick an unexpected outcome or unusual effect. Work

backward to unearth its unique physical or psychological cause. Focus on

discovery and distinctness, resisting general rules and preexisting judgments.

Young students can do this via storybooks. Ask students to point out an

interesting event in the storybook. Invite them to think about why it happened.

To help students test their hypothesis, remove that why from the storybook.

Does the event still occur?
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Advanced students can do this with technologies, historical episodes, busi-

nesses, and so on. Research the causes carefully, resisting guesses based on

analogies. The goal is to find a new action, mechanism, or intervention that can

be translated to other scenarios.

8.2 Sharpening Counterfactual Thinking

The purpose of the following exercises is to help students get better at seeing the

specific consequences of individual actions, in both the short-term and the long.

Rescript a Narrative. Select a story (fiction or nonfiction). Change one – and

only one – thing about the story. The change could be to a character’s motives or

behavior. It could be to an obstacle or event. It could be an addition, subtraction,

or transformation. Once the change has been made, imagine what happens next,

contrasting it with the original story.

Young students can insert their friends and family into the story. Advanced

students can insert distant or subtle elements: a technology, a minor character,

a narrative atmosphere.

Initially, many students will focus on the immediate effects of the change, as

it pertains to a single character. Challenge them to think further into the future

and to attend to more characters. How will the rules of the storyworld be

affected by the change? Can the student carry the change to the narrative’s

end – then into a sequel?

Branching Pathways. Study a situation – then hypothesize multiple events that

could happen next. Avoid ranking potential outcomes as more or less likely.

Entertain all possibilities, including extreme ones. But when you imagine an

extreme outcome, push yourself to describe, exactly, the step-by-step of how it

occurs.

Young students can do this via group Choose-Your-Own-Adventure. Begin

by selecting a Choose-Your-Own-Adventure book based in history (or near-

future sci-fi) that follows rules of psychology and physics relatively close to the

students’ lived experience. Avoid books that punish “bad” choices and reward

“good” ones. Instead, opt for books with multiple positive paths of action.

Read the Choose-Your-Own-Adventure out-loud as a group, while allowing

the students to make their own decisions, going on individual adventures. At

each branch point, have the students choose their personal path, splitting from

one another into smaller groups. Move from group to group, reading their next

page. Keep the students engaged by encouraging them to listen to each other’s

journeys. When the book is finished, count all the positive story endings – There

are lots of worthwhile ways that life can go!
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Advanced students can author their own Choose-Your-Own-Adventures,

based on real-world or near-future situations.

Go Frankenstein. Have each student select a different story. Pair up students and

ask them to splice part of one story into the other. (For example, they could

splice a character from the first student’s story into the world of the other

student’s story.) Then ask: What happens next?

Advanced students can select two technologies or businesses to frankenstein

together. Ask the students to predict the near, mid, and far future of the new hybrid.

NarrativeMultiple Choice.Reimagine multiple choice. Regular multiple choice

is based in logic, so it contains three wrong answers and a single right one.

Narrative multiple choice contains three good answers – and a blank one that

students author themselves.

For young students, pose an open-ended problem that they experience in their

daily lives. Like: How can each of us make a new classroom friend? Offer three

workable solutions. Invite the students to choose one of the solutions – or invent

a fourth.

Initially, some students may be more inclined to choose an existing answer,

while others may be more inclined to invent their own. But over time, as they

hear each other’s answers, they will come to understand that there isn’t one

correct path, just forking opportunities.

Advanced students can do this with more complex problems, such as busi-

ness plans or technology prototypes. And they can also “break” each other’s

solutions, posing problems that the solution might encounter and challenging

each other to respond with creative fixes.

8.3 Improving Causal and Counterfactual Thinking Together

In the brain, causal and counterfactual thinking are linked engines of creative

action. The purpose of the following four exercises is to tighten the connection

between causal and counterfactual thinking, using each to strengthen the other.

Perspective-Shifting. Have students partner up. Pose a real-world problem.

Invite each student to privately craft their own answer. Then ask each student

to tell their partner their answer and to narrate how they arrived at it. That

narrative reveals their method, that is, their individual mechanism of problem-

solving. Finally, pose a second problem – and have each student solve the

problem in a way that they imagine that their partner would. In other words,

have the students swap methods.

This exercise pairs explanation-seeking with speculative roleplaying. The

sign of more diverse causal thinking is students who invent second-problem
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answers that depart from their prior method. The sign of more precise counter-

factual thinking is students who better anticipate the answers of their partners.

Backwards Forwards. Introduce a character who is attempting an action. (For

example, “Jane is trying to build a sandcastle.”) Then, introduce an insurmount-

able obstacle. (For example, “But it rains.”)

Ask students to speculate on possible motives – that is, whys – for the

character’s attempted action. These speculations should not be vague or general.

(For example, they should not be, “Jane wants to have fun,” or “Jane wants to be

happy.”) Instead, like a good scientific hypothesis, they should propose a motive

that is specific to the situation. (For example, “Jane wants to build a home for

a queen,” or “Jane wants to mold something with her hands,” or “Jane wants to

make something that she can destroy.”)

Invite students to respond to the obstacle by suggesting alternative actions

that could satisfy the hypothesizedwhy. (For example, “Jane could build a home

for a queen by using blocks indoors,” or “Jane could mold something with her

hands by shaping a pot out of clay,” or “Jane could make something that she can

destroy by baking a cake and then pulling it apart to eat it.”)

Advanced students can tackle larger social or institutional problems, cre-

atively navigating obstacles by backing up to see the bigger picture – before

imagining new paths forward.

Roleplay Adversaries and Minor Characters. Select a story. Pick a character

whom you clash with or see as peripheral. Enter the perspective of that charac-

ter, searching for the character’s needs and wants. Remember: Every character

has their own unique needs and wants. Even comic-book villains want to rule

the world in different ways for different reasons. Find those reasons by casting

a wide net for eccentricities in characters’ personal histories and by being

specific about characters’ short- and long-term goals. (In short, practice Delay

the Why, as above.) After you’ve pinpointed a character’s individual needs and

wants, imagine that character’s actions, step-by-step, as far into the future as

you can go.

Young students can do this with their favorite storybooks, television series,

and short-form fiction. Advanced students can do it with real-life episodes from

history and even their own biographies.

This exercise helps students roleplay the entire future, with all its intersecting

causes, instead of tunnel-visioning on one set of “heroic” choices and assuming

that the world will passively play along.

Harnessing Conflict. Select two individuals who are in conflict. Ask students to

solve a real-world problem from the perspective of one individual and then the
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other. Finally, ask the students to pair up the conflicting individuals and imagine

how they could work together to solve the problem.

When introducing this exercise to young students, it’s often helpful for one of

the individuals to be the student herself. The other individual can be a parent or

teacher that the student knows well.

In addition to replaying individuals, advanced students can roleplay teams or

organizations who are in conflict. And they can also learn to harness their own

internal conflicts. Every one of us has multiple minds inside. Usually, we feel

pressed to choose between those minds, ranking one above the others. But what if

we could be all ourminds, together?What if, instead of seeking to resolve our inner

conflict, we embraced it?

This experience of wrestling with oneself is the primordial sensation of

creativity. Almost every act of invention begins with a moment of inner struggle

that is gradually converted into mental flow.

——
Can you imagine how these twelve exercises will work for you or one of your

specific students? Can you anticipate potential problems – and innovations?

9 Narrative Creativity Training for Working Professionals

Narrative creativity training can improve innovation, problem-solving, and

leadership in working professionals.107

This training has been implemented at scale by the US Army, the same organ-

ization that funded the World War II research that produced ideation and AI (see

Section 2). The Army’s interest in the alternative approach of narrative creativity

traces its origins to a 2021 research report by Angela Samosorn, a US Army Nurse

Corps major who found that the Army’s Professional Military Education was not

effectively cultivating creative problem-solvers, planners, or strategists. Seeking

a new method for training creativity, the Army’s Training Command (TRADOC)

reached out to the authors of this book. To develop that method, we partnered with

Lieutenant Colonel TomGaines and USArmy Special Operations, which describes

its training pipeline as “roleplay with real bullets.”We also worked with two Army

Professors, Dr. Richard McConnell and Dr. Kenneth Long, who had academic

backgrounds in Shakespeare and collaborative storytelling. The result was narrative

creativity training that focused on improving innovation, leadership, and other

professional tasks that require imagination.108

107 Root-Bernstein and Root-Bernstein 2004; Nersessian 2008; Allen 2009, 2012; Lee et al. 2010;
Magnani et al. 2010; Bennett and Lemoine 2014; Otis 2015; Charon 2017; Magnani 2017;
Brandenburger 2019; Florida 2019; Fletcher 2023.

108 Fletcher 2022b.
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The training was independently validated by Army Special Operations and

the Army’s Command and General Staff College, which in 2023 awarded it

a medal for “groundbreaking research.” The training has been employed in

hundreds of workplaces to boost problem-solving, innovation, and resilience in

nurses, teachers, engineers, managers, entrepreneurs, designers, soldiers, and

other professionals.109 Here’s how you can run it yourself.

9.1 Diversifying Causal Thinking

Shift to Narrative. Think of a customer, employee, product, or service. What

adjective – smart, kind, creative – first springs to mind? Search your memory for

the origin story behind the label, recalling a specific event that was smart, kind, or

creative. Now forget the label, imagining what the customer, employee, product, or

service does next.

Delay the Why. Make a list of difficult employees, bad patients, rogue customers,

and other people who cause you anger or anxiety at work. Seek their why without

asking why, instead asking who, when, what, where. Push beyond their initial

responses to delve into their unique backstories. Don’t stop until you discover

a distinctively original motive for their behavior. You’ll know you’ve discovered

that motive if it expands your sense of the range of human psychology rather than

falling into an existing stereotype, typology, or personality category (e.g., Myers

Briggs). The person does not need to agree with your hypothesized why – but they

must be unable to refute it. If you posit a novel motive for their behavior that they

can’t disprove, you’ve diversified your own causal thinking.

Contrast Different Characters. Select two similar technologies, products, or

businesses, and unearth a single mechanism that makes them different.

Reverse Engineer Events. Select a previous-generation technology, competitor

service, or business plan created by a leader, team, or organization that thinks

differently than you. Rewind history to uncover the unique mechanical reasons

why it worked.

9.2 Sharpening Counterfactual Thinking

Rescript a Narrative. Select a technology, service, or business plan, and change one

of its elements. Don’t change anything else. Envision the step-by-step effects of the

single change into the future: one minute, one hour, one day, one month, one year,

one decade.

109 Fletcher et al. 2023.
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Branching Pathways. Present your team with a work scenario. Have each member

imagine three different ways that the scenario could play out, being specific about

why and precise about how. Pool everyone’s conjectures, highlighting unique ones

andflagging common ones as instances of logical groupthink. Resist ranking certain

conjectures asmore or less likely. Instead, value the unlikely.Challenge your team to

live in multiple tomorrows, with possible outcomes happening side-by-side.

Go Frankenstein. Have each member of your team select a favorite product or

service. Pair up team members and ask each of them to spot a feature in their

partner’s product or service that would improve their own. Rotate partners and

repeat.

Narrative Multiple Choice. Present your team with three new technologies,

services, or strategies that you believe can work. Invite each team member to

select one – or propose their own. Then have each team member explain why

they believe that their option will succeed in the current market.

9.3 Improving Causal and Counterfactual Thinking Together

Perspective-Shifting. Have each member of your team write down how they

solved a recent challenge. Partner them up to exchange stories. Then present

a new problem that your organization is struggling to solve – and have each

team member solve the problem from their partner’s perspective.

Backwards Forwards. Select an initiative that your organization or a near-

competitor has recently failed to execute. Invite your team to speculate on the

deeper motives for the initiative – and to then propose alternate initiatives that

would satisfy those motives.

Roleplay Adversaries and Minor Characters. Select a competitor. Study their

behavior, isolating one way that they think differently than you. Adopt that way

of thinking and infiltrate your own team or organization, imagining what you

would change. Repeat this exercise by adopting the perspective of small start-

ups, suppliers, and other minor players in your space.

Harnessing Conflict. Select two workers (or teams) with distinct, even conflict-

ing, methods and working styles. Present them with a task or problem. Have

each of them develop a solution independently. Then, pair them up and chal-

lenge them to develop a third solution that outperforms their individual ones.

9.4 Alternatives to Current Creativity Exercises

Among working professionals, the most popular creativity exercises are brain-

storming, design thinking, fixation disruption, and convergent thinking. But all
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have shown limited long-term returns.110 Here’s how to replace them with

narrative exercises that better achieve the intended effect.

Brainstorming. Brainstorming is intended to generate a rich pool of new ideas.

But it suffers from drawbacks, including:

• Brainstorming sessions typically begin by asking participants to list their

current challenges and opportunities. But challenges and opportunities acti-

vate fears and hopes, shifting the brain into short-term thinking and con-

straining its capacity for major innovation.

• Brainstorming provides an opportunity to access ideas that are already in

people’s heads, not a method for generating original plans.

So, instead:

• Bring together two teams with different tasks and functions. Have them swap

roles. Tell them to make a plan to address each other’s challenges and

opportunities. Then un-swap – and challenge each team to improve the plan

that the other team has proposed for them. This technique draws on narrative

processes such as perspective-shifting and creative conflict. And it also

leverages emotion as a motivational driver, because no team likes to think

that another team can solve their problems better than they can.

Design Thinking. Design thinking is intended to make creativity more product-

ive by targeting a specific problem and empathizing with a typical user.111 But it

suffers from drawbacks, including:

• By defining problems, it promotes troubleshooting not innovation.

• By empathizing with a typical user, it doesn’t practice actual empathy. It

engages in stereotyping, achieving efficiency at the expense of curiosity.

So, instead:

• Do like Charles Darwin, the nineteenth-century biologist who debunked design:

root creative evolution in struggle. Start by surveying your organization, your

market, or your environment for conflicting motives, mechanisms, or other

causes. Don’t treat the conflict between those causes as a negative to be

ameliorated. Instead, treat the conflict as a creative driver by focusing on ways

that the different causes can advance each other.

110 Diehl and Stroebe 1987; Mullen et al. 1991; Furnham 2000; Putman and Paulus 2009;
Chamorro-Premuzic 2015.

111 Brown and Katz 2011; Kolko 2014; Lewrick et al. 2018; Brown 2019; Ney and Meinel 2019;
Koskinen 2023.

38 Creativity and Imagination

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009614801
Downloaded from https://www.cambridge.org/core. IP address: 13.201.136.108, on 25 Jul 2025 at 01:12:35, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009614801
https://www.cambridge.org/core


• Research users who employ a product for unanticipated purposes. What

insights can you gain from them about the product’s latent potential?

Fixation Disruption. Fixation disruption is intended to shake us free from

mental ruts by jolting the brain with random information or experiences.112

But it suffers from drawbacks, including:

• The brain struggles to process random information and experiences, typically

compartmentalizing or dismissing them.

• The brain’s most original plans come when it is relaxed or in flow, not when it

is confused or distracted.

So, instead:

• Research the history of the challenge you’re facing and the breakthroughs of

previous innovators. When researching, don’t look for general rules or

principles. Instead, enrich your perspective with unique events and actions,

thick with specific detail.

• After you’ve filled your head with research, engage in a routine physical task,

like jogging, knitting, or tidying. This helps activate your brain’s default

mode network, increasing the odds of a creative epiphany.

Convergent Thinking. Convergent thinking is intended to winnow and rank the

ideas generated via brainstorming, ideation, and so on.113 But it suffers from

drawbacks, including:

• It’s premised on the false assumption that creative solutions can be deduced in

advance.

• It’s based on past experience and is thus heavily inflected with expert bias. Its

net result is to overvalue minor innovations and preclude major innovations.

So, instead:

• Gauge the novelty of the problem or opportunity that you’re facing. Then

venture solutions that are similarly novel, matching the newness of your plan

to the newness of your situation. For example, when faced with a routine

problem, gowith a solution that seems reasonable to experts; when faced with

a highly unusual problem, go with a solution that surprises experts but that

they cannot disprove.

112 Mumford et al. 2006; Storm and Angello 2010; Youmans and Arciszewski 2014; Angello et al.
2015; Crilly 2015; Vasconcelos and Crilly 2016; Alipour et al. 2018.

113 Scott et al. 2004a, 2004b; Mumford 2001; Cropley 2006; Simonton 2015; Mumford and
McIntosh 2017; Runco 2020; Zhang et al. 2020.
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9.5 Overall Mentality

Organizations achieve peak performance in stable environments, where pro-

cesses and products can be optimized. But such stability is fleeting. Work is

inherently volatile because business involves constant competition, with cus-

tomers and competitors evolving daily. To ready your organization for that

volatility, automate routine tasks and processes, so that you can invest time

and resources in creatively preparing for the next change.

When doing that preparation, remember:

• The purpose of creativity training isn’t to develop the plan – it’s to develop the

planner. No plan survives contact with reality, but that doesn’t render plan-

ning useless. Quite the opposite: by learning how to make effective plans for

a wide variety of future scenarios, your team prepares itself to re-plan rapidly

when the unexpected strikes.

• Conflict, not optimization, is the source of growth. The rich variety of

biological life has been generated via the struggles of evolution by natural

selection. Likewise, the rich variety of technologies, art, business services,

medicines, and other cultural products has been generated by competition

between inventors – and even by outright war between nations. The key to

maximizing the growth of your organization is to reap more of conflict’s

creative benefits while minimizing its destructive consequences. Build

diverse teams that thrive on difference not on agreement. Invest in red-

teaming, roleplaying competitors who attack your processes.

• Value anomalies and explanations over data. Data perfectly predicts yester-

day; anomalies reveal potential futures. Data leads to analysis paralysis;

explanations drive action and insight.

• Anchor your organization in long-term goals not in principles. Principles

(such as fairness and quality) are often framed by organizations as a way to

adapt to change without sacrificing integrity. But principles are logical; when

they collide with reality, they can be interpreted to fit almost any purpose. The

better mechanism for maintaining organic consistency over time is to focus

on long-term goals. Those goals establish the end of your organization’s

narrative, giving you productive flexibility in your middle chapters while

providing overall consistency of direction.

• Never treat narratives as true. Truth is a characteristic of logic, not of

narratives. Narratives can be falsifiable, possible, or useful – but they cannot

be right or true. When you slip into thinking otherwise, communication

becomes stale and strategy ossifies.

• Bias is inevitable – and fruitful. Bias is often framed by logicians as

a heuristic short-cut, a mental rule of thumb that evolved to expedite
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decision-making.114 Biologically, however, bias is the slant produced by

a person’s character. It is evolutionarily useful not because it simplifies life

into generally reliable axioms but because it promotes an alternative to the

norm. It is, in other words, an instance of what Darwin referred to as the

“divergence of character,” making it a basis of evolution.115 Biases shared

by groups are therefore to be discounted, while biases unique to individuals

are to be respected.

10 Narrative Creativity and Human Intelligence

Computer AI will never be capable of narrative creativity, no matter how good

its data, futuristic its software, or quantum its architecture.

This statement may seem implausible, even foolish, given the recent buzz

about LLMs. But it follows necessarily from the mechanics of computer

hardware.116 That hardware cannot perform narrative processes. Not because

those processes are supernatural, but because computers are engineered to run

a different physical operation: logic.

The training presented in this book’s previous sections does not depend upon

the material distinction between logic and narrative, and since we have

explained its technicalities elsewhere,117 we won’t belabor the point here.

However, the better that educational institutions grasp the technical limits of

AI, the more that they can cultivate human creativity, so let’s run through the

key points now.

10.1 The Mechanical Difference Between Logic and Narrative

The term logic has a wide range of colloquial meanings that encompass just

about every act of deliberative thinking that can be performed by a reasonable

person. But logic could not be hardwired into computers if it did not consist of

a precise set of mechanical operations. Those operations are AND/OR/NOT,

which can themselves be reduced to a single operation, either NAND or NOR.

(NOR gates were the sole component of the Apollo Guidance Computer that

landed humans on the Moon.)118

This mechanical simplicity is why logic is such a useful tool. Simplicity

powers scale, allowing computers to handle big data. And the same simplicity

enables us to demystify AI. AI is logic, automated. Its algorithms (no matter

how intricate) and its symbolic languages (no matter how abstruse) all follow

the rules of logic, and those rules operate through equations. So, if you

114 For example, Kahneman 2011. 115 Darwin 1859, chapter 4.
116 Larson 2021; Fletcher 2021a, 2022c, 2024b.
117 Fletcher and Benveniste 2022; Fletcher 2023, 2024b, 2025. 118 O’Brien 2010.
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understand the physical mechanics of what equations can and cannot do, you

know the power and the limits of AI, now and forever.

Equations exist in the eternal present tense of X = Y, or in other words, X is Y.

And the present tense cannot contain action. Action consists of a cause and its

effect, and a cause and its effect can’t exist concurrently. A cause must materi-

ally precede its effect in time, necessitating either a past or a future (i.e., a past

cause for a present effect, or a future effect for a present cause). When actions

are fed into the eternal is of equations, those equations are thus tasked with

a contradiction: Render a cause and its effect into a present-tense instant. Or in

other words: Take two things that can’t physically coexist – and make them

simultaneous.

Computers execute this paradoxical task by converting causation into correl-

ation, or in otherwords, by equating causeswith their effects, such that fire= smoke

and smoking = cancer. These equations may seem reasonable – after all, when

there’s smoke, there’s typicallyfire, andwhen there’s smoking, there’s often cancer.

But these equations are in fact magical thinking. If fire = smoke, then smoke = fire,

which would mean that smoke causes fire (and that cancer causes smoking). By

equating causes with effects, computers thus delete the mechanics of action, and

with it, real-world physics and psychology.

The inability of computers to grasp causation is not a software limit. It is

a hardware limit. It is a feature of a brain that is built, physically, from logic

gates. The limit was foreseen long ago by Aristotle, formally proved by

Bertrand Russell,119 and maintained today by Judea Pearl, the inventor of causal

calculus.120 It is a practical restriction inherent to any general computing device,

aka Turing machine, so it pertains to quantum computers as well.

This restriction is not disputed by AI experts. Specialists in “causal”machine

learning acknowledge that logical induction (i.e., the observation of data)

cannot yield causal invention (i.e., new mechanical explanations for why or

how).121 Machine learning’s statistical approach can go no further than deter-

mining the probability of causal mechanisms posited by human engineering,

permitting AI to test causal architectures but not invent them.122 And although

computers can run so-called “counterfactual” calculations inwhich a hypothetical

datapoint is plugged into amathematicalmodel,123 they cannot run counterfactual

119 Russell 1912. 120 Pearl 1993, 2009b.
121 Causal AI requires its dataset to contain all possible causal variables. For Causal AI to function,

domain experts must therefore structure observations as “data,” and they must also supply
initial causal assumptions in the form of structural causal models (SCMs). See, for example,
Schölkopf et al. 2021; Schölkopf 2022.

122 Glymour et al. 2019; Huang et al. 2020; Nogueira et al. 2022.
123 Fernández-Loría et al. 2020; Stepin et al. 2021; Chou et al. 2022.
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narratives.124 Counterfactual narratives incorporate new causes; mathematical

models can only incorporate new numbers.

Why is it, then, that LLMs can craft new stories, apparently performing

narrative creativity? Why can they explain why things happen in stories,

apparently performing causal narration?Why can they rewrite stories to include

new events, apparently performing counterfactual narration?

The answer is: LLMs are heavily hand-coded by human engineers.125 They

are not pure AIs that teach themselves through induction, deduction, interpret-

ation, and Bayesian statistics. They are a mix of modern AI and old-fashioned

programming. That programming includes predetermined story structures that

enable the LLM to re-skin conventional plots in fresh language, allowing the

LLM to mimic the appearance of creative narration when it is in fact recycling

narrative architectures invented by humans.

The hybrid AI-programming structure of LLMs may seem a minor quibble.

Why does it matter how LLMs are doing what they are doing, so long as they are

doing it? But it is of massive consequence. Programs lack the capacity for

independent discovery that gives AI the practical intelligence to teach itself

chess. The fact that LLMs need to be programmed with story structures reveals

that they lack the capacity for independent discovery with regard to narrative.

They must rely on human assistance to perform narrative invention, rendering

LLMs incapable of self-sufficient scientific inquiry, technological innovation,

or creative problem-solving.126

Large Language Models are what they state they are: language models. They

deal in language, not story, and in mathematical models, not narrative

124 Wu et al. 2024. 125 Naveed et al. 2023.
126 Current work in Causal AI is based on the premise that deep learning, LLMs, and neural net

technologies are inherently associational/correlational, rendering them unable to grasp causal
mechanisms or autonomously move up Judea Pearl’s “ladder of causation” (see Kıcıman et al.
2023; Liu et al. 2024; Weinberg et al. 2024; Zečević et al. 2023; Jin et al. 2023; Zhou et al. 2024;
Gao et al. 2023). Causal AI thus requires human data analysis and training, and although LLMs
can simulate causal reasoning, they do so by recombining the language of causal insight present
in training texts, prompting Pearl to observe that this is mere textual recycling and a main reason
LLMs do not generalize causally (Pearl 2023). Causal AI attempts to correct this deficiency by
directly encoding causal information though schema such as directed acyclic graphs (DAGs)
and SCMs. From human encoded structural equations of the relationships between nodes in the
model and the suspected causal variables in their distribution, Causal AI can simulate counter-
factual interventions on the data, either through the creation of synthetic control sets from the
extant data for comparison to the effect group, or through calculations of simulated interven-
tions of its causal model. In theory, this allows Causal AI to test and validate causal hypotheses;
identify latent or hidden causal variables/factors; and modify the knowledge represented in the
DAG or SCM. All this is, however, built on top of human causal reasoning and discovery. The
models rely on expert definitions of the domain and salient variables, and they rely on human
knowledge for initial causal representations. For more, see Schölkopf et al. 2021; Schölkopf
2022; Jin et al. 2023; Mooij et al. 2013; Shanmugam 2018; Pearl 2009; Peters et al. 2017.
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mechanisms. They can output random words that obey the logic of standard

syntax, allowing them to generate verbiage that follows established patterns of

speech. Yet they cannot use narrative as a tool to discover new whys or hows.127

But what if someday computers do what the human brain has done: achieve

consciousness? Won’t LLMs be capable of doing narrative then?128

No. Consciousness isn’t the source of narrative intelligence. Many of our

brain’s narrative operations are nonconscious, which is why athletes can

innovate new actions spontaneously and why fresh plans often seem to pop

into our mind from nowhere.129 The claim that consciousness will make

computers capable of casual discovery is magical thinking. It jumps from

a cause (consciousness) to an effect (narrative intelligence) without describing

the step-by-step mechanism that connects the two.

10.2 The Human Task Ahead

The shortcomings of current AI are typically seen either as a challenge for

computer programmers or as a triumph for humanity. They are neither.

No programmer will engineer a computer AI that can perform a fraction of

human creativity. Because computer hardware can’t run narrative, AI will never

be capable of innovation, creative problem-solving, original strategy, or vision-

ary leadership. It is limited to ideating text, images, and other symbol systems.

Yet this doesn’t mean that we humans can kick back and declare victory. It

means that we need to move fast to reshape our relationship to AI.

First, we are investing in AI to replace human creatives. By doing so, we are

abandoning our duty of care to our communities. It is negligent to offload

responsibility for our future onto algorithms that cannot plan, strategize, or

innovate. It is unethical to expect computers to cure cancer and anxiety, or to fix

poverty and partisanship.130 If we want to solve humanity’s problems, we must

do so ourselves.

127 Tian et al. 2023.
128 Kurzweil 2000; Husain 2017; Levesque 2018; Gawdat 2022; Brachman and Levesque 2022.
129 Bargh et al. 2001; Imanaka et al. 2002; Eitam et al. 2008; Hassin et al. 2009; Tan et al. 2015;

Abraham 2018; Fox and Beaty 2019; Teng and Lien 2022; Aru et al. 2023.
130 The vast majority of current computational approaches to innovation and creativity aim to

replicate either artistic creativity or industrial innovation. The former emphasizes novelty over
utility; the latter occurs in well-defined technical fields with high degrees of (presumed) causal
regularity (e.g., molecular pharmacology, precision agriculture, economic analysis and decision
making, structural engineering, geology). These application domains cluster at two poles of the
causal spectrum: idiosyncratic, individual creativity in which constrained randomness approxi-
mates non-obvious innovation; and exhaustive iteration and statistical evaluation in domains
with prescribed causal structures. Overlooked in the middle of the two poles are the many
problem domains (e.g., politics, economics, business, pedagogy) that don’t admit of clearly
deterministic causal models or whose data are subjective (or theory dependent), in no small part
because they include humans as causal agents, interacting unpredictably. The creative solutions
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Second, we are training our brains – and our children – to think like AI. We

are turning our schools into machines for drilling students in memorization,

math, deduction, logic puzzles, critical thinking, interpretation, ideation, and

other computational processes. We are converting our healthcare systems,

businesses, and governments into systems that use metric assessments, Lean

management, and spreadsheets to promote efficiency, fairness, and optimiza-

tion. All of which is mathematically ideal – but dangerously frail in real-world

volatility.

Is it any surprise that our minds are now suffering from AI’s shortcomings:

the brittleness, the shallow imagination, the brute force problem-solving? Or,

that our classrooms and workplaces are awash with the conviction that there are

right answers (aka, optimum solutions) even as they become less rich with new

answers? Or, that we’re finding ourselves increasingly unable to cope with life’s

usual setbacks, as our brains short circuit with anger, intolerance, and anxiety?

To reverse these trends, wemust invest more in human intelligence, nurturing

children’s natural creativity and deliberately improving the adult brain’s narra-

tive capacities to diversify why and sharpen what if. The previous sections have

outlined what we can do, right now, to start. The next, and final, section will

imagine future steps.

11 Advanced Practices for the Future

At the end of the nineteenth century, medicine evolved. It set aside the emi-

nently logical but practically ineffective method of induction and deduction

upon which it had relied for thousands of years, and it embraced a patient-

centered, empirical approach that valued experiment, discovery, and growth. It

stopped treating patients as lists of symptoms to be probabilistically interpreted.

It started making fresh hypotheses about why people got sick and how they

could be cured. It replaced old ideas about leeches and dangerous smells with

germ theory, sterilization, and blood transfusions.

What was done with medicine, we have the opportunity to do with creativity.

Creativity seems to us largely a mystery, just as healthcare did in the late

nineteenth century. We possess a few tools for coaxing out its potential, yet

for the most part, human imagination remains a black box, barely removed from

the occult wonder that the ancients worshipped.

We cannot change this via iterative improvements to current theory and

practice. We need to revisit the basics, thinking deeply about why we are

struggling to be creative – and what if we did different.

and innovations required by such human-domain problems are not limited to tweaks or
extrapolations of existing paradigms; they require transformations of existing causal models.
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11.1 Why Do We Get Less Creative in School?

School today is the result of logical reforms whose well-meaning purpose is to

be meritocratic (see Section 4). This noble aspiration has, however, proved

frequently counterproductive. By emphasizing fairness and truth, school today

tends toward standardization,131 excluding flexibility and gravitating toward

ranking: top ten percent, B+, valedictorian.132 This nurtures unhealthy conflict,

making life zero-sum instead of symbiotic. It breeds anxiety, anger, and self-

silencing. And it impedes creativity. The more that a student believes that there

is a right answer, the less likely she is to venture a new answer, making her more

likely to give up, get aggressive, or submit to authority.

The alternative is straightforward. Instead of assessing students with true–

false tests, give them open-ended problems without a single right solution. If

you’re a teacher, don’t ask questions to which you already know the answer.

Instead, partner with students in genuine inquiry, posing questions that you can

explore together. Otherwise, your questions aren’t real questions. They’re

a power play.

We can achieve this educational shift by front-and-centering students’ prob-

lems in the classroom. Instead of trying to imprint students with what we believe

they should learn, we can invite them to bring in their own questions, requiring

us to search with them for new tools and solutions. Once we gain students’ trust

and enthusiasm, we can then help them improve their narrative creativity. We

can introduce them to the techniques of causal thinking, guiding them to see the

questions beneath their questions. And we can mentor them in counterfactual

thinking, showing them how to invent new opportunities for action – and how to

measure the effects via real-world experiments.

This training nurtures curiosity, empathy, self-efficacy, and resilience. And it

can open modern schools to overlooked or undervalued ways of thinking,

including the following.

11.2 Low-Data Intelligence

The human brain can be very smart with very little information. The human

brain is not always smart with very little information. But the fact that it can be

smart reveals that the answer is not necessarily more facts. Often, the way

ahead lies in noticing anomalies, quirks, and other forms of exceptional

information.

131 García 2014; Alismail and McGuire 2015; Dixon-Román 2017; Koretz 2017; Tampio 2018;
Wai and Lakin 2020.

132 Anderson and Cohen 2018; Baird and Elliott 2018; Volchik and Maslyukova 2018; Tampio
2018; Muller 2019; Beach 2021.
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Exceptional information is an exception to one of our mental rules of action.

It exposes the rule as insufficient, revealing that there are more hows andwhys to

be made or discovered.

Exceptional information is everywhere, yet the longer we go through life, the

worse we get at spotting it. Adults notice less exceptional information than

children do, and experts less than novices. Which is fine when our mental rules

are working, but no goodwhen those rules are out of sync with our environment.

11.3 Healthy Struggle

Struggle is viewed by logic as evidence of a mistake or a bad actor: If people

disagree, one of them must be ignorant – or intentionally malicious. Logic

therefore dictates that we sanitize our schools and workplaces of clashing

lifestyles, methods, and purposes. To logic, truth is not contested; it is

harmonious.

This emphasis on harmony is divorced from life. And it smothers creativity.

Struggle is the engine of biological growth and evolution. And it is also a driver

of invention: rare is the creator who sits down and rationally deduces the future.

Frequent is the creator who wrestles with herself and her world.

If we want more creativity in our schools and workplaces, we must get

comfortable with conflict. Not conflict in the sense of a zero-sum contest to

crown a winner. But conflict in the sense of curious engagement with radically

different ways of thinking and acting.

We must see difference as an opportunity to learn and to listen. We must

dispense with the idea that the purpose of conversation is to find compromises

or areas of agreement. It is better, for all of us, if we do not agree, if we become

sharper in our differences the more that we exchange them.

Differences power innovation. Eliminate them, whether through exclusion,

segregation, or synthesis, and growth slows and life withers. Embrace them and

we learn to take joy in variety, to develop calm resilience to challenges, and to

cherish the uniqueness of ourselves and everyone around.

11.4 Process Recognition – Not Pattern Recognition

Logic excels at identifying patterns. But patterns are the gateway to symbolism

and magical thinking. They return us to the science of the Middle Ages, when

physics was semiotic.

Life’s actual driver is mechanical processes. Processes cannot be deduced

from data. They must be intuited from rogue events. Those events spark our

brain to coin why hypotheses, which we can then test via what-if experiments.

Such experiments can never verify that a hypothesis is true (i.e., they can never
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prove that the process really exists). But the more that experiments fail to falsify

a hypothesis, the more confidence that we can place in it.

Because our brain is born with the narrative equipment to run causal and

counterfactual thinking, it can engage in process recognition. Computers can-

not. When we rely on AI and big data, we lose contact with the material

mechanisms that enable us to remake reality.

11.5 A New Humanities

The humanities have fallen out of favor because the training they offer now is

redundant. It consists of critical thinking, interpretation, and other logic-based

skills that can be taught more efficiently in psychology, economics, and com-

puter science courses.

But the humanities don’t need to be redundant. They’re rich with resources

for nurturing causal and counterfactual thinking, which is to say, for stimulating

imaginative problem-solving and major innovation. There’s a reason that scien-

tists and inventors have a long history of reading speculative fiction, from sci-fi

to Shakespeare. And our global library abounds with other narrative art –

literature, memoir, historical chronicles, painting, sculpture, dance – that can

grow our brain’s powers of invention in ways that logic can’t.

A New Humanities could unlock those powers by pivoting toward neurosci-

ence and narrative theory, enriching our brain’s library of whys and its power to

invent new hows.

11.6 The Brain’s Creative Switch

Creativity is smart. Except, when it isn’t. It’s not smart to get creative when

doing routine surgery, airplane maintenance, or safety engineering.

Creativity is intelligent only when we encounter a new problem or have the

opportunity to innovate. Creativity is counterproductive (and often destructive)

when a plan is working or there isn’t leeway for experiment. Which is why

creativity isn’t to be encouraged all the time. It’s not to be celebrated as an

automatic good, an intrinsic virtue. It is, like everything in our brain, a tool.

There are occasions when creativity is helpful and other times when it generates

new problems or makes existing problems worse.

To get the most out of creativity, we thus must do more than learn to improve

it. We must get faster at targeting when to use it and how to toggle it on and off.

Children struggle to shut it down. Most adults struggle to turn it up. And almost

all of us struggle over when to use it.

We can do better. Our brain comes equipped with an onboard sensor system –

our emotions – to guide us into knowing when and how to transition into
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creativity. Anger and anxiety are cues that it’s time to get creative. Curiosity and

empathy are helpful transitioners.

The more we learn about our emotions, the better we can get at flipping our

creative switch.

11.7 Partnering Logical and Narrative Creativity

The problem with modern business and education isn’t logic – it’s an over-

emphasis on logic. We’ve made the mistake of thinking that if some is good,

more must be optimum.

Because logic is useful, the cure for our twenty-first century can’t be found by

eliminating logic. To maximize our creativity, we need to establish schools and

businesses that do what our brain does naturally: treat logic and narrative as

complementary.

As of now, we know very little about how logical and narrative creativity

training can be integrated. But the evidence we have suggests that they can be

fruitfully combined.133 The challenge for our future is to deepen our understand-

ing of how these two very different processes can grow each other, so that we

resist the urge to repeat our current mistake of preferring one and instead explore

ways to couple their distinct actions, generating opportunities for new gains.

Coda: Distinguishing Logic from Narrative

Logic Narrative

Design Plan
Meaning Purpose
Pattern Process
Deduce Infer
Sign Effect
Reason Science
Probability Possibility
Semantics Rhetoric
If–then Causation
Interpret Hypothesize
Concept Action
Critical thinking Commonsense
Principle Method

133 Fletcher 2024a.
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(cont.)

Logic Narrative

Ideation Imagination
Truth History
Data Events
Algorithm Mechanism
Archetype Character
Symbol Power
Math Physics
Language Literature
Theme Story
Model Storyworld
Context Environment
Sense-making Use-making
Efficiency Effectiveness

In daily speech, the terms on the left are frequently conflated with those on the

right. This conflation is possible because the human brain possesses both logical

and narrative faculties.

But the blurring of logic and narrative has negative consequences when we

train logic and expect improvement at planning, imagination, commonsense,

scientific thinking, and other narrative processes, as we’re now doing in modern

schools and workplaces.
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Appendix: Assessing Narrative Creativity

Can creativity be assessed? Can teachers determine when students are imagin-

ing with greater dynamism? Can organizations spot which strategies are more

fundamentally inventive?

The answer is: yes. But you can be forgiven if you feel some skepticism.

One good reason for skepticism is that creativity generates the new. And the

new can’t be measured by existing yardsticks. The new, by its nature, exceeds

past experience. Nothing premade – including assessments – can capture it

completely.

Another good reason for skepticism is the underwhelming performance of

many standard assessments of creativity. Those assessments are based on

logic, which tries to quantify creativity either (1) by counting the number of

ideas produced during a brainstorm or (2) by computing the divergence

between an idea’s elements. The limitation of the first approach is that quantity

is not synonymous with quality. A lone plan can be wildly novel, while

a billion others can be clichéd. The limitation of the second approach is that

it’s pegged to existing idea systems. It treats creativity as intrinsic and

conceptual, excluding the practical and mechanical, two major drivers of real-

world innovation.

These reasons for skepticism about creativity assessment are valid. But they

can be addressed by the Consensual Assessment Technique, or CAT. Invented in

the 1980s and validated through thousands of studies, the CATconvenes a panel

of experts, each of whom scores the creativity of a particular plan or product on

a range from 0 to 10.134

This is not a foolproof method of assessment. It depends on the quality

of the judges. And one quality, above all, is crucial for a CAT judge:

subject matter expertise. If the creative product is a sonnet, it should be

judged by experts in poetry. If the creative plan is a blueprint for a bridge,

it should be judged by experts in civil engineering. Without that expertise,

it’s impossible to gauge originality. A civil engineer might incorrectly see

creativity in a sonnet that an expert in poetry would recognize instantly as

highly derivative.

As necessary as expertise is for a CAT judge, however, expertise poses

a potential danger to creativity: expert bias. Expert bias is a skew toward your

134 Amabile 1982; Kaufman et al. 2007, 2008; Baer and Kaufmann 2019; Cseh and Jeffries 2019;
Plucker et al. 2019; Baer 2020.
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own experience. It makes experts think that they know more than they do – and

it also makes them distrustful of the unfamiliar.135

This distrust is why experts have a tendency to suppress new plans and

products. To the expert, those new plans and products appear risky, even

ridiculous. Although experts are necessary for evaluating creativity, they thus

need to be handled with caution. If an expert is presented with a minor innov-

ation, he will often rank it as being very high in creativity.Why?Well, because it

looks like previous innovations that he has seen, causing him to overrate its

ingenuity. Meanwhile, if an expert is presented with a major innovation, he will

often insist that it isn’t creative – it’s crazy.

To address these problems, the traditional CAT must be modified to mitigate

expert bias.136 Instead of asking the expert panel to judge whether something is

creative, the modified CAT asks two subtler questions:

How surprising did you find this invention? Rate your surprise from 0 to 10.

How confident are you that this invention will succeed at its intended func-
tion? If you’re confident that the invention has a low chance of succeeding,
rate it a 0. If you’re confident that the invention has a high chance of
succeeding, give it a 10. If you’re not sure whether the invention will succeed
or not, give it a 5. (So, if you’re somewhat sure that the invention won’t
succeed, rate it a 2. If you have no real clue whether the invention will
succeed but think it’s a little more likely to succeed than to fail, rate it a 6.)

The second question may take experts a few moments to grasp. But once

experts have learned to use the modified CAT, it leverages their past experience

to measure both raw creativity and potential innovation.

Raw creativity is assessed by the first question on the modified CAT. If a plan

or product surprises an expert, it has no precedent. It lies outside past experi-

ence, making it new. So, the higher that a plan or product scores on the first

question, the more creative it is.

Potential innovation is assessed by the second question on the modified CAT.

If an expert is confident that a plan or product won’t work, then it contradicts

past experience, giving it low potential for innovation. If an expert is confident

that a plan or product will work, then it’s in line with past experience, so it has

some potential for innovation. If an expert has no idea whether a plan or product

will work, then it lies outside known experience, so it has high potential for

innovation: It could reveal a whole new area for research and development. So,

the closer that a plan or product scores to 0 on the second question, the more

135 Licuanan et al. 2007; Kaufman et al. 2009; Simonton 2013; Acar et al. 2017; Tsao et al. 2019;
Fedyk and Xu 2021; Anderson et al. 2023; Yang et al. 2023.

136 Fletcher 2022a.
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likely it is to be magical thinking. The closer that a plan or product scores to 10

on the second question, the more likely that it is to be a minor innovation. The

closer that a plan or product scores to 5 on the second question, the more likely it

is to be a major innovation, aka, a revolution.

If it isn’t feasible to run a CAT, it’s possible to assess narrative creativity by

measuring second-order effects such as optimism, self-efficacy, and resilience.

But the most reliable way to gauge narrative creativity is with the modified CAT.

Like creativity, the modified CAT takes time and effort. Which can be costly in

the short term yet is worth it in the long.
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