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EIGENVALUES OF FINITE BAND-WIDTH 
HILBERT SPACE OPERATORS AND 

THEIR APPLICATION TO 
ORTHOGONAL POLYNOMIALS 

ATTALA MATE AND PAUL NEVAI 

1. Introduction. Main results. The main result of this paper concerns the 
eigenvalues of an operator in the Hilbert space I2 that is represented by a matrix 
having zeros everywhere except in a neighborhood of the main diagonal. Write 
(c)+ for the positive part of a real number c, i.e., put (c)+ = c if c ^ 0 and 
(c)+ = 0 otherwise. Then this result can be formulated as follows. 

THEOREM 1.1. Let k ^ 1 be an integer, and consider the operator S on I2 

such that 

(1.1) S(CT,X=0 ~ ( ( ~ + Cn-k,n J 0n-k,n°n-k 

( ~ + Cn+k,n ] @n+k,n&n+k + / J Cn+j,n&n+j ) 

^ ' j=-k+l In=0 
+ 

(here one has to take an = 0 for n < 0), where cmn and 6mn are complex 
numbers such that cn-k,n<)Cn+k,n = ~l/2 are real and \0mn\ = 1- Assume that 
the numbers cmn satisfy 

k-\ 

(1.2) £ (c^r + ( c l + t , )
+

 + £ \cl+JA < ^ ^ 
l=n V j=-k+l J V y 

for all n ^ 0. Then S has no eigenvalues of absolute value ^ 1. 

As we will point out at the end of Section 3, if the operator S satisfying the 
assumptions of this theorem is self adjoint, then it is easy to see by a theorem 
of H. Weyl (see e.g. [15, the first theorem in §134, p. 367]) that the spectrum 
of S has no limit points outside the interval [—1,1]. Thus it follows that in this 
case the spectrum of S is entirely included in the interval [—1,1]. If S is not 
self adjoint then the above result does not imply that its spectrum is included in 
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the disc \z\ ^ 1, even though this seems to be the case. The connection between 
resuts such as Theorem 1.1 (or Theorem 1.2 below) and Bargmann's result in 
[2] about the number of bound states in a central field of force is discussed in 
[8, 9]. 

The constant 1/36 on the right-hand side of (1.2) is not the best possible, but 
our methods seem only to be able to give a slight improvement. By doing the 
calculations in (2.6) in the proof of Lemma 2.1 somewhat more precisely, we 
can show that the conclusion of the above theorem remains valid if the constant 
1/36 in (1.2) is replaced by 1/(24\fl + e) for an arbitrary e > 0; this value is 
approximately 1/(33.942 + e). 

In the rest of the paper we will discuss the consequences of this result for 
orthogonal polynomials on the real line. To set the framework for our discussion, 
let a be a positive measure on the real line whose moments are finite and 
whose support is an infinite set. Then, as is known, there is a unique system of 
polynomials pn = pn(da,x) that are orthonormal on the real line with respect 
to the measure a, i.e., are such that 

/

oo 

pm(x)pn(x)da(x) = Smn (/w, n ^ 0), 
-00 

where Smn = 1 if m = n, otherwise Smn = 0. These polynomials satisfy a 
recurrence equation 

(1.4) xpn(x) = an+ipn+i(x) + bnpn(x) + anpn-i(x) (n ^ 0), 

where p-\{x) = 0 and po(x) = 7o > 0. Here an(da) — an — 7«-i/7«, with 
ln(da) = ln > 0 (for n ^ 0;7-i = 0) being the leading coefficient of pn (cf. 
e.g. [7, Formula (1.2.4), p. 17] or [17, Formula (3.2.1), p. 42]). 

Fix a measure a as described, and let pn be a system of orthogonal polynomi­
als associated with the measure a on the real line, i.e., put pn = pn(da,x). Let 
tn denote the system of orthonormal Chebyshev polynomials, associated with 
the measure at\ that is, 

dat(x) = (1 -x2yxl2dx 

for — 1 < x < 1 and dat(x) = 0 otherwise. In an earlier paper with V. Totik 
[12], we discussed the properties of the measure in the interval [—1,1] under 
the assumption that the quantity 

(1.5) ekmn = V7r/2f / tkpmpnda- I tktmtndat\ 

is small. In particular, we proved that if, for a fixed integer k > 0 we have 

00 00 

m=0 n=0 
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then a is absolutely continuous in the interval [—1,1] (cf. Theorem 6.2 of the 
quoted paper). Equation (1.6) appears to contain a doubly infinite sum. We may, 
however, observe that 

(1.7) tjcmn ~ 0 for \m - n\ > k. 

Indeed, if e.g. n > m + k, then tkpm is a polynomial of degree <n, hence it is 
expressible as a linear combination of the p/'s for / < n. Therefore, the first 
integral on the right-hand side of (1.5) is zero in view of the orthogonality 
(cf. (1.3)) of the pi's; the second integral is also zero, for similar reasons. In 
the present paper we will use Theorem 1.1 to study the measure a outside the 
interval [—1,1]. Our main result about orthogonal polynomials is the following. 

THEOREM 1.2. Let k ^ 1. Assume we have 

(1.8) £ L,,,,-*)+ + (e*,,,m)+ + g k,,,+y|] < ^^-
l=n V j=—k+\ J 

for every large enough integer n. Then the support of a contains only finitely 
many points outside the interval [—1,1]. 

For k = 1, a similar result was established by Nikishin [14, Theorem 1, §2, 
p. 24]; we will comment about his result in more detail at the end of Section 5. 
Previously, the conclusion was derived under the stronger condition (1.6) (with 
k — 1) by Geronimo and Case [10, Theorem 1(c), (d), p. 473]. Chihara-Nevai 
[4] gives a simplified proof of this weaker result, and Guseïnov [11, Theorem 
1, p. 596] states it without proof. Under the assumption of (1.6), bounds are 
derived for the number of eigenvalues outside the interval [—1,1] in terms of 
the size of the sum on the left-hand side of (1.6) in [8, Theorem 1, p. 917] and 
[9, Theorem (III.l)]; Geronimo also obtained estimates, as yet unpublished, for 
the moments of these eigenvalues. 

Our present result is nearly the best possible. More precisely, according to [3] 
(cf. Theorem 2 on p. 359, and the example given by Formula (2.8) on pp. 360-
361) or [13, Theorem 3, pp. 133-134], the result in Theorem 1.2 becomes false 
if the constant 1/36 on the right-hand side of (1.8) is replaced by a certain larger 
constant, e.g. by 1/8 according to the latter paper. It would be of some interest to 
know the best constant on the right-hand side of (1.8); by a modification of our 
arguments we can improve the constant given there to 1/(24 4- e) for any e > 0. 
This improvement is somewhat greater than the improvement described after 
Theorem 1.1 in the constant in (1.2). The reason is that while the conclusion 
of Theorem 1.1 states the nonexistence of eigenvalues of absolute value 2H, 
Theorem 1.2 allows finitely many such eigenvalues, and to show this we may 
strengthen the assumptions in Lemma 2.1 below by requiring that xn = 0 for 
"small" n. 

It is a consequence of the classical theorem of H. Weyl mentioned above that 
a condition weaker than (1.6) guarantees that the part of the support of a outside 
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the interval [—1,1] consists only of countably many points. More precisely, we 
have 

THEOREM 1.3. Let k ^ 1. Assume that 

(1.9) lim ekmn = 0. 
m,n—•£» 

Then the part of the support of a outside the interval [—1,1] is a bounded 
countable set that has no limit points other than possibly — 1 or 1. 

In the proofs of these theorems, we will need the following lemma on the 
recurrence coefficients an and bn of the polynomials p„ (cf. Equation (1.4)). 

LEMMA 1.4. Let k ^ 1, and assume that the numbers e^n are bounded. Then 
the recurrence coefficients an and bn are also bounded. 

Under an assumption seemingly weaker (but not in fact; cf. the remark after 
the theorem below) than (1.9) we can derive a stronger conclusion. To make 
sense of (1.10)(ii), note that ê mn is clearly real according to its definition (1.5). 

THEOREM 1.5. Let k ^ 2, and assume 

(1.10) (i) lim €*,„,„+* = 0 and (ii) lim supeM,„+*-2 ^ 0. 
n—>oo n—*» 

Then we have 

(1.11) (i) \iman = 111 and (ii) lim bn = 0 
n—*» n—-*» 

for the recurrence coefficients anibn in (1.4) of the polynomials pn. 

For k = 1 this is not true (in fact, if k = 1 then (1.10)(i) implies (1.10)(ii)), 
but, as we will point out at the beginning of Section 5, the conclusion in (1.11) 
is still valid in this case if we assume (1.9) instead of (1.10). It easily follows 
from this theorem that (1.10) actually implies (1.9) for k ^ 2, as one can see by 
noting that the numbers e^n are expressible as polynomials of the recurrence 
coefficients <z/,fr/,tf/(da,), and bi(dat) according to (5.6) below. 

2. Difference inequalities. Proof of the main theorem. The key role in 
the proof of Theorem 1.1 is played by a lemma on difference inequalities. In 
order to formulate this lemma let (xn)^=_œ be a sequence of reals. We define 
the forward shift operator A by putting 

A°xn = xn and Al+lxn = Alxn+l - Alxn (I ^ 0). 

The following simple lemma plays a key role in our considerations below. 
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LEMMA 2.1. Let (xn)™=l be a sequence of reals, and consider the difference 
inequality 

n+2 

(2.1) A2xn^-J2^j (n^l), 

where 8j ^ 0. Assume that 

(2-2) ±8j<± 
holds for every n^2. Then the only solution of (2.1) satisfying 

(2.3) xi = 0 and xn^0 for n ^ 1 

and 

(2.4) lim xn = 0 
«—•00 

is the trivial solution, i.e., the one for which xn = Ofor all n^ 1. 

Proof Assume (xn)™=l is a nontrivial solution of (2.1) satisfying (2.3) and 
(2.4), and let N > 0 be the least integer for which AxN < 0. Put 

77 = max (V7 + 1 AJC,), 

and let m (1 ^ m < Af) be an integer for which this maximum is attained. Clearly 
77 > 0. Writing 

by (2.1) we have 
77 

(2.5) AJC^ — , — AXN — Axw 

VmTl 
N-l N-ln+2 

n=M n=mj=n 

N+l N+l 

^ -3^2ônxn = -3^2(sn - sn+i)xn 

n=m n=m 

f N + l \ 

= ~3 I ^2 Sn(xn ~ xn-\) + SmXm - SN + 2XN+i 
\n—m +1 > 

/ JV \ 

= —3 I / jSn+iAXn + SmXm — % + 2-*/V+l I 

\n=m J 

= - 3 I ^ ] ^ + i A x n + .sOTxm . 
\n=m J 
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Now we have 

Axn S rf/Vn + 1 for 1 ̂  n Û N\ 

hence we also have 

By using these and (2.2) (if m = 1 then we need this latter also for n = 1, 
whereas it was only assumed for « ^ 2 ; note, however, that in (2.1) we can take 
# i = 0 because x\ = 0 by (2.3), and this choice makes (2.2) valid for n - 1 as 
well), we can estimate the right-hand side of (2.5). We obtain that 

(2.6) ^--^=>-\[jZ l-r= + ^) 

6 Un fi'2 
+ 2 A _ 2^ 

f3/2 ^/m; 3vm v^TTT 

Thus AJCN > 0, a contradiction, completing the proof. 

Next we turn to the 

Proof of Theorem 1.1. Assume, on the contrary, that À is an eigenvalue of S 
with |A| ̂  1, and let (an)™=0 be the corresponding eigenvector. Then 

2X(Tn — ( 1 + 2cn-k,n)Qn-k,nVn-k + ( 1 + 2cn + ic^n)9n+/Cln&n + k 

k-\ 

+ ^ 2 2Cn+j,nVn+j (<*n = 0 for H < 0 ) . 

j=-k+l 

Using the assumptions that \Bmn\ = 1 and cn-k,mCn+k,n = ~ 1/2, we obtain that 

2\an\ £ (1 + 2(cn-k,n)
+)\an-k\ + (1 + 2(c„+M)+)|a„+*| 

it 

+ /_^ 'Acn+j,n\\On+j\ 

for all n ^ 0. Adding this inequality for / = «&, «/: + 1, . . . , (n + \)k — 1 replacing 
n, and writing 

(n+\)k-l 

(2.7) xn= Y^ k'l' 
/ = /!* 
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we obtain 

n+\ 

2xn ^ xn-i + xn+i + ] T 6jXj (n ^ 0), 
j=n-\ 

where 

èm = 2max{(c/-M)+ ,(c /+M)+ , |c I // |:m/: ^ / < (m + 1)/:, |/ - */| ^ £ - 1} 

(n ^ 0;^-i = 0). 

That is, 

n+2 

A2xn^-^26jXj ( n ^ - 1 ) . 

Now jc-i = 0 in view of (2.7), as an = 0 for n < 0. Moreover, (2.2) holds (with 
<57-2 replacing 8j) for the <5rt's just defined. Therefore lim„_+oo xn — 0 cannot hold 
according to Lemma 2.1. This is a contradiction, since (an)™=0 G /2, i.e., 

00 

Ew2<œ-

The proof is complete. 

3. Self adjoint operators and orthogonal polynomials. In this section we 
present the proofs of Lemma 1.4 of Theorem 1.3 and present some observations 
helpful for the proof of Theorem 1.2. We start out with describing the connection 
between the support of the measure a and the spectrum of a certain self adjoint 
operator in a Hilbert space. To this end, let a be a positive measure on the 
real line whose moments are finite and whose support is an infinite set, and 
Pn — Pn(da) be the corresponding system of orthonormal polynomials, and 
let an — an(da) and bn = bn(da) be the associated recurrence coefficients 
(cf. Equation (1.4)). Consider the operator A = A(da) on the Hilbert space I2 

defined as 

(3.1) A 

where an = 0 is to be taken for n = — 1. 
The connection between this operator and the support of the measure a is 

worked out in detail in [16, §X.4, pp. 530-614]. This connection is particularly 
simple when the operator A is bounded, i.e., when the coefficients an, bn form 
bounded sequences. In this case A is self adjoint, and its spectrum equals the 
support of the measure a. 
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This is actually not hard to see. Namely, there is a canonical isomorphism 
i between the Hilbert spaces I2 and L^(-oo7oo). Under this isomorphism the 
sequence (an)™=0 in I2 corresponds to the function 

/i=0 

in L2
a{—0°,°°), where the convergence on the right is meant in the sense of 

L2
a{—00,00). It is easy to see from the recurrence equation (1.4) that, under this 

isomorphism, the operator A on Ï2 corresponds to the operator 

M = M(da) :f+->xf 

on L^(-oo, oo)? and it is easy to relate the spectrum of M to the support of a. 
The connection is more complicated if A is unbounded. In this case one can 

extend A to a self adjoint operator, but this extension may not be unique (see 
e.g. [16, Theorem 10.27, pp. 545-5471, or, for a very brief summary, see [6, 
§XII.10, pp. 1275-77]). We will not need to know more about the details for 
our purposes, since by Lemma 1.4, whose proof we are about to present, we 
can exclude this case. 

Proof of Lemma 1.4. The «th Chebyshev polynomial Tn(x) can be written as 
cos n8, where 0 = arccosjt(« ^ 0), and we have 

to(x) — v 1/TTTQ(X) and tn(x) = y2/irTn(x) for n ^ 1. 

Thus it is easy to see that 

(3.2) tn+k - 2Tktn + tn-k ^ 0 (n > k) 

holds. Now, writing pn = pn(da), we have 

k 

(3.3) pn+k(x) - 2Tk(x)pn(x) + Pn-k(x) = -^2 2cn,n+jpn+j(x) (n ^ 0) 
j=~k 

in view of the recurrence equation (1.4), where one has to take pn(x) = 0 for 
n < 0. Here 

1 r 
(3.4) cni„+j = - - / (pn+k - 2Tkpn + pn-k)pn+jda 

n+k - 2Tktn + tn-k)tn+jdat + €*,„,„+,- (n > k)\ 
X) 

€k,n,n+j 

ijj^ 
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the second equality in the latter formula follows from (1.5) and orthogonality 
relations (1.3), and the third equality follows from (3.2). Let A = A(da) be as 
in (3.1), and define the operator B on I2 by the equation 

hi k r 
(3.5) B(aX=o = ( 2°n~k + ~2°n*k + ^ cn+j^n+j ) ; 

\ j=~k I n=0 

here one has to take an = 0 for n < 0. (Of course, cmn = cnm for all m, n ^ 0 
by (1.3) and the first equality in (3.4); this equality is valid for all n ^ 0 if one 
takes pi = 0 for / < 0). As the numbers ekmn are bounded by our assumptions, so 
are the numbers Ckmn according to (3.4); hence B is a bounded operator defined 
everywhere on I2. By (3.3) we have 

(3.6) Tk(\)(an)^0 = B(an):=0 

if, say, all but finitely many of the <jn's are zero. Now let A' be a self adjoint 
extension of A; such an extension exists, as pointed out just before this proof. 
The spectrum of A' lies on the real line; therefore, its resolvent set is not empty. 
Hence the polynomial Tk(A') is a closed operator (cf. [5, §VII.9, Theorem 7, 
p. 602]). So, by (3.5) and (3.6), Tk(A') = B, and so the spectrum of 7* (A') 
is bounded. Therefore, by the Spectral Mapping Theorem for polynomials of 
unbounded operators (see [5, §VIL9, Theorem 10, p. 604]), the spectrum of 
A' is bounded. A' being self adjoint, this means that A' is bounded (instead of 
the last two quoted sources, we can use the spectral theory of unbounded self 
adjoint operators; cf. e.g. [6, §XII.2.9, Corollary 8 and Theorem 9, p. 1200] 
or [15, §§127-128]). Therefore A is also a bounded operator, showing that 
the recurrence coefficients an and bn are bounded. The proof of Lemma 1.4 is 
complete. 

We are now able to present the 

Proof of Theorem 1.3. Let A be as before. Then A is bounded according to 
the lemma just proved, and 7*(A) = B, where B is the operator defined by (3.5). 
The self adjoint operator Q defined as 

Q(^)n=o = ( 2Gn~k + 2an+k / 

has norm 1, and so its spectrum is included in the interval [—1,1]. Since the 
operator B - Q is compact according to (1.9), (3.4), and (3.5), by H. Weyl's 
theorem (see e.g. [15, the first theorem in §134, p. 367]) the spectra of B and 
Q have the same limit points. Thus the spectrum of 7*(A) = B has no limit 
points outside the interval [—1,1]. By the Spectral Mapping Theorem (see e.g. 
[15, §150]), the same is true about the spectrum of A. Hence the assertion of 
Theorem 1.3 is verified. 
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It is now easy to justify the remark made after Theorem 1.1. Write (c)~ for 
the negative part of c, i.e., put (c)~ = c if c ^ 0 and put (c)~ = 0 otherwise. 
Assume that S is self adjoint, and define the operator Q' on I2 by putting 

Q V X = 0 = ( ( 2 +
 ( C I - M ) ~ ) Qn-k,nVn-k 

+ ( 2 + ^w+/ t '^~ ) Sn+k'n(Jn+k ) (an=0 for « < 0). 

Then Q' is also self adjoint and ||Q'|| ^ 1; thus the spectrum of Q' is included 
in the interval [—1,1]. As the operator S — Q' is compact in virtue of (1.2), it 
follows from Weyl's theorem quoted in the preceding proof that the spectrum 
of S has no limit points outside the interval [—1,1]. This is what we wanted to 
show. 

4. Proof of theorem 1.2. The proof of Theorem 1.2 relies on Theorem 1.1 
and the idea that the addition of a self adjoint operator of finite rank to another 
self adjoint operator has only a "small" effect on the spectrum of the latter. This 
idea was exploited in [1, §2.1, pp. 39-42] and [10, pp. 484-486]. The precise 
statement we need of this idea can be formulated as follows. 

LEMMA 4.1. Let B, S, and T be bounded self adjoint operators on the Hilbert 
space H with B = S + T. Assume that the range of T has dimension m < ™, 
and that the spectrum of S is included in the interval (—°°,/?]. Then B has at 
most m eigenvalues (counted with multiplicities) that are greater than b. 

Of course, by Weyl's theorem quoted above, the part of the spectrum of B in 
the interval (£, o°) consists purely of isolated eigenvalues of finite multiplicities. 
By applying this lemma to the operator —A, an analogous assertion can be 
concluded when we assume that the spectrum of S is included in the interval 
[a, oo). 

Proof Assume, on the contrary, that Ao, Ai , . . . , Xm are (not necessarily dis­
tinct) eigenvalues greater than b of B, and let fo,f\,...,fm

 De t n e corre­
sponding (pairwise orthogonal) eigenvectors. Let / = Yl?=o aj /y De a nonzero 
linear combination of these eigenvectors that is orthogonal to the range of T. 
Then 

( T / , / ) = 0, 

and 
m 

(Bf,f) = J2XJ<x]Wfj\\2>b\\f\\2' 
7=0 

On the other hand, 

( S / , / ) ^ | | / | | 2 

https://doi.org/10.4153/CJM-1989-005-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1989-005-5


116 A. MATE AND P. NEVAI 

follows from the Spectral Representation Theorem for self adjoint operators (see 
e.g. [15, §107]). These relations contradict the equation B = S + T, completing 
the proof. 

We are now in a position to present the 

Proof of Theorem 1.2. Writing A = A(da) as in (3.1), we know by Lemma 
1.4 that A is a bounded operator. Thus, according to the comments following 
(3.1), the support of the measure a equals the spectrum of A. Thus, by the 
Spectral Mapping Theorem (see e.g. [15, §150]), it is sufficient to show that 
the operator B = 7*(A) has only finitely many eigenvalues outside the interval 
[— 1,1]. To this end, it is sufficient to represent B as a sum described in Lemma 
4.1. Now B can be written as in (3.5), where we have 

l=n V j=~k+\ J V ' 

for every large enough n according to (3.4) and (1.8) (note that cmn = cnm, as 
remarked immediately after (3.5)). Observe that here 

(4.2) (i) c „ _ M > - l / 2 and (ii) c „ + M > - l / 2 

hold for n > 2k, say. To see e.g. (i), observe that, writing lm and lm(dat) for 
the leading coefficients of pm and tm, respectively, we have 

(4.3) / tkPnPn-kda= / (lk(dat)x
k)pn(x)(ln-kx

n-k)da(x) 
J— GO J— GO 

/

CO 

pn(x)-yk(dat)(ln-k/ln)(Jnx
n)da(x) 

•00 

/

CO 

p2
n(x)da(x) 

-00 

= lk(dat)(ln-k/ln)>0. 

The first equality here holds since the lower order terms of tk and pn-k can 
be ignored in view of the orthogonality relations (1.3), and the last inequality 
holds since the leading coefficients of orthogonal polynomials are chosen to be 
positive, as mentioned right after (1.4). On the other hand, we have 

(4.4) / tktntn-kdat = V2/7T/2 
J — CO 

according to e.g. (3.2), the equation Tk = y/n/2tk, and the orthogonality relations 
(the analogue of (1.3) for at). Hence (4.2)(i) follows from (1.5) and (3.4). 
(4.2)(ii) follows similarly (or, in fact, it is the same statement with n + k replacing 
n, since cmn = cnm, as remarked right after (3.5)). 
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Choose a nonnegative integer N > 2k such that (4.1) holds for n è N, and 
put c'mn — cmn if m, n ^ N and c'mn = 0 otherwise. Then the operator S, defined 
as 

/ l 1 * , T 

(an = 0 for AZ < 0) 

has no eigenvalues outside the interval [—1,1], according to Theorem 1.1. Thus, 
putting T = B — S, the assertion follows from Lemma 4.1. The proof is complete. 

5. Proof of theorem 1.5 and remarks on Nikishin's theorem. Before we 
turn to the proof of Theorem 1.5, we will point out that in case k — 1 the conclu­
sion in (1.11) follows from (1.9). In fact, noting that t\(x) = y/ÏJïrx, it follows 
from (1.5), the recurrence formula (1.4) (for a and at) and the orthogonality 
relations (1.3) that 

e\nn = ibn - bn{dat)) and e\^n+\ = (an+ï - an+i(dat)), 

hold for n ^ 0, where an — an(da) and bn = bn(da). Now it is easy to see that 

(5.1) (i) a„(dat) = 1/2 for n^2 and (ii) bn(dat) = 0 for « ^ 0 

(#o(da?) — 0 and a\(dat) — l/y/2, the former by convention, since it never 
occurs in the recurrence formula with a nonzero coefficient), and so (1.11) 
follows from (1.9) in case k — 1. 

Next we turn to the 

Proof of Theorem 1.5. In order to see what (1.10) means in terms of the 
recurrence coefficients an and bn, consider formulas (4.3) and (4.4). According 
to these, with n + k replacing n, we have 

(5.2) ek^n+k = V^/2lk(dat)^n/ln+k) - 1/2. 

Writing 6 = arccosx, we have 

(5.3) y/^/2tk(x) = Tk(x) = cosk6 = 2k~lxk - k2k~3xk~2 + . . . , 

that is, lk(dat) = y/2pix2k~x. Moreover, 

lnftn + k — ( 7 « / 7 w + l ) ( 7 « + l / 7 « + 2 ) - - - ( 7 « + A:-l/7w+/:) = an+ \^n + 2 • • • ^n + k', 

for the last equality, see the text immediately following (1.4). Thus, by (5.2) and 
(l.ioxi), 

(5.4) \iman+ian+2---an+k = 2~k. 
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In order to discern the meaning of (1.10)(ii), we will show how to calculate 

/ x'pm{x)pn(x)da{x) ( /^O) 
J —CO 

by using the recurrence formula (1.4). Write (1.4) as 

00 

xpnM = ^2 anjPj(x), 
7=0 

where, of course, 

(5.5) ajj+i = aj+\j = aj+u an = bJ} and 

amj = 0 for \m —j\>\ (j,m ^ 0). 

Then, writing y0 = n, we have 

oo oo n-\ \ 

XlPn(x) = ] T S 11^'+' PJ'M' 

7/=o j\j2,..jii=o V i=o y 

Writing y'o = « and y*/ = w, this implies 

/

oo °° / - l 

xlpn(x)pm(x)da{x)= Yl Y[ajJl+, ( / ^ 0). 
00 . . . 

J\j2,-,Jl-\=0 1=0 

Using this for m = « + /, we obtain 

(5.7) / x ' / ? ^ )/?„+,(x)da(x) = aw+ifln+2 ...««+/, 
y—oo 

since all the other terms on the right-hand side of (5.6) vanish in view of (5.5); 
we could have obtained this formula by using (4.3) (with / replacing k) instead. 
It is not much harder to see that 

/ 
(5.8) / x'p n 

' i-\ 

= an+]an+2 ...an+i-2 ^ a 2
n + j + ^ bn+jbn+f (/ è 2). 

Vy=0 0^j^j'^l-2 J 

Indeed, using (5.6) with m = n + / — 2, and writing y'o = n and y'/ = m as in 
(5.6), we can see by (5.5) that every nonvanishing term on the right-hand side 
of (5.6) can be characterized in one of the following two ways. Either there is 
an r with 0 ^ r ^ / — 1 such that yr+i = jr — 1 and y'/+i = y, + 1 for / =£ r 
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or there are r and s with 0 ^ r < s ^ / — 1 such thatyV+i = jrJs+\ ~ js-, and 
j i + l =jt+ l f o r i # r , j ( 0 ^ / ^ / - l ) . 

Hence, using (5.3), (5.7), and (5.8), and noting that 

1-2 (1-2 \ 2 

2 X b»+Jbn+J' = Ylbn+j + Ylb»+J ' 
o^j^/^i-2 y=o Vy=o 7 

we obtain 

/

oo 

•00 

/»0O 

= an+ian+2...an+k-2\2k ' X ^ ' 4 " 2 * 2 X^" 
A:— 1 k-2 

+J 

+ 2 " 2 ( E ^ ) -*2t"3) 

V y=o y=o 
2 

An identical argument for the system tn = pn(dat) replacing pn = pn(da) gives 
a similar formula for J_œ Tktntn+k-2doct- Substituting (5.1) into that formula, we 
obtain that 

/

oo 

Tktntn+k-2dat = 0 (n ^ 2); 
•oo 

this formula could also have been obtained from (3.2), at least for n > k. Note 
that the numbers av and bv are real, so the squares on right-hand side of (5.9) 
are positive; moreover, we have av > 0 for v > 0 (see the text immediately 
following (1.4)). Hence by (5.9), (5.10), (1.10)(ii), and (1.5) we obtain 

( k-\ k-2 \ 

2 XI a«+y + X ! **«+; ~ ̂ /2 - °-
7=0 7=0 J 

Next we are going to use (5.4) and (5.11) to show that the numbers an are 
bounded. By dropping the second sum from (5.11), we can see that there is a 
number M such that 

* - i 

(5.12) 4av+\av+2 • • .av+k-2'Y^al+j ^ kav+\av+2...a1/+k-2 + M 
y=o 

holds for v 2̂  1, say. Now in case k — 2 the boundedness of the an's is obvious 
from here, since in that case the product av+\av+2 .. .0„+*-2 is empty, and so it 
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equals 1. The difficulty in case k ^ 3 lies in the fact that it is not immediately 
obvious that the lim inf of this product is not zero. 

Assume now that k ^ 3, and let n ^ 1. Write 

An = min an+ik. 
0^l^k-l 

Since the numbers av are positive for v ^ 1 (cf. the text right after (1.4)), it 
follows from (5.12) with v = n + i(k - 2) that 

k-\ 

4an + i(k-2)+ \^n + i(k-2) + 2 • • • #« + (/+ l)(k-2) /_^^n+j 
7=0 

^ kan+i(k-2)+\an+i(k-2)+2 . . .0n+(i+1)(^-2) + M (0 ^ i ^ k - l). 

Adding this for 0 ^ / ^ k - 1 and dividing by the coefficient of 4 Ylj=o ^n+y 
we obtain 

4 V A 2 <k+ -
j=0 Z_W=0 an+i(k-2)+\an+i(k-2)+2 • • • #/! + (/+ \)(k~2) 

^ k + (M/k)(an+ian+2 .. .an+k(k-2)y
l/k, 

where the last inequality follows by an application of the inequality for arithmetic 
and geometric means. Since the limit of the product an+ian+2 •. -an+k(k-2) is 
2~k{k-2) a s n _^ QQ a c c o r ( j m g to (5.4), it follows from here that the numbers An 

are bounded. Now, since 

(5.13) lim = lim = 1 
n-^oo an n-^oo anan+i ...an+k-i 

according to (5.4), it also follows that the numbers an are bounded. 
We are now within easy reach of establishing (1.11). For this we will again 

consider the case k = 2 as well. That is, henceforth we again assume k ^ 2 
only. As the product an+\an+2...an+k-2 is bounded away from 0 in view of 
(5.4) and the boundedness of the au's9 and since the a„9s are positive, by (5.11) 
we have 

( k-l k-2 \ 

2 E ^ - + X>H -k/2' 7=0 y=0 J 

Let S be an arbitrary set of integers such that the limits 

ocj = lim aj+kn (1 £ j £ k) 
n—>oo^&S 
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exist. For (l.ll)(i) it is sufficient to show that each a7 must equal 1/2. By (5.4) 
and (5.14) we have 

1/4 - (ccjaj . . . a\)xlk Z {ct\ + a\ + . . . + cfo/k, 

which, according to the case of equality in the inequality for arithmetic and 
geometric means is possible only if oc\ = «2 — • • • — ̂  = 1/2. Thus (l.ll)(i) 
follows. Now (l.ll)(ii) follows from (5.14). The proof of Theorem 1.5 is com­
plete. 

We conclude with relating the case k — loi our Theorem 1.2 with Nikishin's 
Theorem 1 in [14, §2, p. 24]. This says the following: 

Suppose the recurrence coefficients #/, b[ satisfy 

00 

(5.15) 5^1*?- l /4 |=0( l / / i ) 

and 
00 

(5.16) ^Tflfc/ + bl+i\ + \b,bl+l\) = o(l//i). 
l=n 

Then the support of a contains only finitely many points outside the interval 
[-1,1]. 

Now we have 

e2nn = 1{a2
n + a2

n+l + b2
n)- 1 

É2, / I , / Î -1 = 2an-l(bn-\ + bn), €2,n,n+\ ~ ^n+\(bn + ^n+l)? 

C2,#I,/I-2 = Idn-Xdn ~ l / 2 > a n d C2,/Z,AZ + 2 = 2a„ + i t f „+ 2 ~ 1/2. 

Thus (1.8) with /: = 2 can be rewritten as 

00 

(5.17) Y^2*" + 2^+i + 2Z?« " ! l + a«\b"-1 + *"l 
/=« 

+ an+i\bn + &„+i| + (2an-\an - l /2)+ 

+ (2aw+iaw+2 ~ l/2)+) < . 
36(/z + 4) 

It is easy to see that this can be deduced from (5.15) and (5.16), i.e., that this 
is a condition weaker than (5.15)—(5.16), since 

b2
n£(b„ + bn+l)

2 + 2\bnBn+l\. 

Actually, Nikishin needs only a weakened form of (5.15)—(5.16) in that he needs 
to require that the left-hand sides in these equations be smaller than C\j{n 4- 4) 

https://doi.org/10.4153/CJM-1989-005-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1989-005-5


122 A. MATE AND P. NEVAI 

and Cij(n + 5) with appropriate positive constants C\ and C2, similarly to our 
inequality (5.17) (the constants in Nikishin's paper are of the same order of 
magnitude as the constant in (5.17), but an exact comparison is not possible). 

Acknowledgement. The authors wish to express their gratitude to J. S. Geron-
imo for discussing some issues related to the above material, and to the referee 
for his or her helpful suggestions. 

REFERENCES 

1. Z. S. Agranovich and V. A. Marchenko, The inverse problem of scattering theory (Gordon and 
Breach, New York-London, 1963). 

2. V. Bargmann, On the number of bound states in a central field of force, Proc. Nat. Acad. Sci. 
U.S.A. 38 (1952), 961-966. 

3. T. S. Chihara, Orthogonal polynomials whose distribution functions have finite point spectra, 
SIAM J. Math. Anal. 11 (1980), 358-364. 

4. T. S. Chihara and P. Nevai, Orthogonal polynomials and measures with finitely many point 
masses, J. Approx. Theory 35 (1982), 370-380. 

5. N. Dunford and J. T. Schwartz, Linear operators. Part I: General theory (Interscience Publish­
ers, London, 1958). 

6. Linear operators. Part II: Spectral theory. Self adjoint operators in Hilbert space 
(Interscience Publishers, New York-London, 1963). 

7. G. Freud, Orthogonal polynomials (Akadémiai Kiadô, Budapest, and Pergamon Press, New 
York, 1971). 

8. J. S. Geronimo, An upper bound on the number of eigenvalues of an infinite dimensional Jacobi 
matrix, J. Math. Phys. 23 (1982), 917-921. 

9. On the spectra of infinite dimensional Jacobi matrices, J. Approx. Theory 53 (1988), 
251-265. 

10. J. S. Geronimo and K. M. Case, Scattering theory and polynomials orthogonal on the real line, 
Trans. Amer. Math. Soc. 258 (1980), 467-494. 

11. G. S. Guseïnov, The determination of an infinite Jacobi matrix from the scattering data, Soviet 
Math. Dokl. 17 (1976), 596-600. Russian original: Dokl. Akad. Nauk SSSR 227 (1976), 
1289-1292. 

12. A. Maté, P. Nevai, and V. Totik, Twisted difference operators and perturbed Chebyshev poly­
nomials, Duke Math. J. 57 (1988), 301-331. 

13. P. B. Naïman, On the set of isolated points of increase of the spectral function pertaining to a 
limit-constant Jacobi matrix, Izv. Vyss. Ucebn. Zaved. Matematika / (1959), 129-135 (in 
Russian). 

14. E. M. Nikishin, Discrete Sturm-Liouville operators and some problems of the theory of functions 
(Trudy Seminara imeni I. G. Petrovskogo 10, Moscow University Press, 1984) (in Russian). 

15. F. Riesz and B. Sz.-Nagy, Functional analysis (Ungar, New York, 1955). French original: Leçons 
d'analyse fonctionelle (Akadémiai Kiadô, Budapest, 1952). 

16. M. H. Stone, Linear transformations in Hilbert space and their applications to analysis (Amer. 
Math. Soc, Providence, Rhode Island, 1932). 

17. G. Szego, Orthogonal polynomials, 4th éd. Amer. Math. Soc. Colloquium Publ. 23, Providence, 
Rhode Island, 1975. 

Brooklyn College of The City University of New York, 
Brooklyn, New York; 
Ohio State University, 
Columbus, Ohio 

https://doi.org/10.4153/CJM-1989-005-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1989-005-5

