
ON SEQUENTIAL ESTIMATION OF A CERTAIN ESTIMABLE

FUNCTION OF THE MEAN VECTOR OF A MULTIVARIATE

NORMAL DISTRIBUTION

V. K. ROHATGI* and SURESH C. RASTOGI

(Received 7th July 1971)

Communicated by P. D. Finch.

Summary. Consider a A>variable normal distribution ^V(jiX) where fi = {ji\,^2. •">/'*)'
and Sis a diagonal matrix of unknown elements cr,- > 0, / = 1,2, •••, k. The problem of sequential
estimation of S -L, a,-/*,- is considered. The stopping rule used is shown to have some interesting
limiting properties when the cr,'s become infinite.

1. Introduction

LetXl,X2,---,Xnbe a random sample from a fc-variable normal population
jVip.,1.) where /x = (jilt •••,/**)' is the mean vector,

I =

ret , 0

L 0 a2
k.

, a, < co, i = 1,2, —,k

is the dispersion matrix and both (i and I are unknown. Sequential estimation of
H when £ is unknown has been considered by Khan [1] where references to
previous work on the subject (for the case k = 1) may also be found. We consider
here the problem of estimation of

k

V = 2
i = l

where a,, i = l,2,---,k are given real numbers. We assume, without 'oss of
generality, that a.t # 0, i = l,2,---,k. Let

Xin = n"1 E XIJt Sfn = (« - 1 ) -1 £ (*„ - JTJ2,
i JI
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where n ^ 2 and X, = (Xn,-,Xin)', i = 1 , 2 , - , K . Let Xn = (Xln,-, XJ'
Following [5] we use Y = 1t^itxiXinas an unbiased estimate of v and measure
the loss incurred by

(1) L ( n ) = | y - v | s + n

where s > 0 is a given real number. Clearly

(2) <Kn) = EL(n) = a(s)(Zfo2(X2)s/2 rC"2 + n,

where a(s) = (v/27T)~12(s+1) /2r((s + l)/2).The risk <j)(n) is minimized for n = n0

given by

(3) n0 = p'l'+2>(?*2a2)W'+2>

where /? = sa(s)j2. If o-j's are known we take n0 observations and estimate v by Y.
The risk in doing so is given by

(4) v(a) = <Kn0) = (1 + 2/s)«0.

Since tr = (ffl9 •••,ok)' is not known we determine a sample size N by means of
the following sequential procedure.

Let

rN = smallest integer n ^ m for which

(5) <

where m is the starting sample size.

2. Results

In what follows we write a-* oo to mean that <T; -> oo, i = 1,2, •••,fe. c will
denote a generic positive constant.

Write
(6) ff* = min((71,CT2»"-,ff»), ^* = max(«71,(72,---,ort),
(7) a* = min(a?,a^,---,at

2), a*2 = max (a/, a/,---, a2),

and assume that

(8) ff*/^ -»1 as a -* oo.

Note that

(9) i?2/(2+5)(/ca2
ff

2)s/(s+2) ^ / i 0 S ^2 / ( s + 2 ) ( fca*V2) s / ( s + 2 > .

Some immediate results follow along the lines of [1].

LEMMA 1. P{N > oo} = 1.
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THEOREM 1. (i) lim n^1 N = 1 a.s.

(ii) l im^n^'iV) = 1
0-*<X>

We remark that both Lemma 1 and Theorem 1 hold if we replace the loss
function (1) by

(10) L*(n) = | y - v | s

LEMMA 2. P{N = m} = O(crlHm~iy) as <7-> oo and (8) holds.

LEMMA 3. For fixed 9, 0 < 9 < 1

P{N g 9n0] = OOr*"*0"-1^ as a->oo and (8) /iotas.

The proofs of Lemmas 2 and 3 can easily be constructed by minor modifica-
tion of the methods of Simons [4]. For example, in case of Lemma 2, we have

P{N = m) = P{L\a$Sfm g j8-2/!m(s+2)/s}

. ' ) as
Again

• I [_0£f O j m ^

1 = 1

= oCff**0"") as a ^ o o .

This completes the proof of Lemma 2. The proof of Lemma 3 can be constructed
in a similar manner.

THEOREM 2. As a -* oo and (8) holds

(11) *L(W)-»(ff) = 0(1)

if and only ifm ^ s/k + 1.

PROOF. For the proof we will follow the analysis of [5] closely and indicate
only the modifications required. First, using an argument similar to the one used
in Lemma 3 of [2] we have «?{L(IV)|iV = n} = £L(n) so that

(12) %d) = £L(N) = — n0
(s+2)/VjV"""s/2

s
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As in [5] we write w(cr) = v(a) — v(a) for the regret and see that

(13) w(a) = -n<,s+2'/2£{N-s/2 ~ n^sl2} + <?{JV - n0}.
s

The necessity part of the proof is obtained by simply replacing O(a~im+1)) by
0(<v:lIn~1;) in the computations on page 287 of [5].

For the sufficiency part we obtain, as in [5],

and it suffices to show that

as a -* oo and (8) holds. On integration by parts one obtains

(14) A{N~ n°)2 | g 1 + 2 f J"a XP{N -no< -
\ no ) Ji

+ 2 f XP{N -no> ^iT0

which is inequality (11) in [5]. We have

2 f "° XP{N -no< -kjn~o}dk

g n0P{N ^ i«0} + 2 J "° 2 XP{N -no<-X

g 0(1) + 2 [V"0'2 XP{I*«2S2 <p-2/s(n0 - Xyl^'*2'1'; I ^ nJ2}dX

= 0(1)+ 2 j™ XP{?.W(S2-a2)<r2"

^ 0(1) + 2 J" XX\P{«2(S2-CT2)

(15) =

where n2 is the greatest integer g no/2 and we have used exactly the same argument
as in [5] page 288.
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Since
— a.- ^ cn n «2 Of

V*8 = 0(1),
it follows that

[V"° XP{N -2 AP{N - n0 < - A Jno}dA = 0(1).

A similar argument can be used to show the boundedness of the second integral
in (14). This completes the proof of the theorem.

Finally we remark that Rohatgi and O'Neill [3] have established recently
that the risk is bounded if one uses the sequential procedure described by Khan [1]
to estimate the mean vector of a multivariate normal population.
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