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1. Introduction and preliminaries
During an investigation into the existence of Gauss-type quadrature formulae

for the numerical solution of Fredholm integral equations with weakly singular
kernels an intermediate result was found which is of independent interest.

The quality and position of the zeros of the orthogonal polynomials which
satisfy

rt>
m(t)t'-lnn(t)dt = 0, i = 1, 2, ..., n for n = 1, 2, ...f

Jawhere m{t) is of constant sign in ]a, £[ are well known. The results of this paper
show that these properties also belong to the polynomials which satisfy a
generalized orthogonality relation of the form

f mi(t)nn(t)dt = 0, i = 1, 2, ..., n for n = 1, 2,.. .

The proof of the results shows that the conditions under which the classical
result is valid can be weakened slightly.

Definition. The sequence m^t), / = 1, 2, ... of real valued functions will
be said to form an integrable Markov system for a<t<b if

(a) Wj(0 is defined at each point of a<t<b, and is integrable-i? (a, b) for
' = 1,2,...;

(6) for n = 1, 2, ... the linear combination

i = 1

has not more than n — 1 zeros in a<t<b, where a1( a2> ••• a re arbitrary
scalars, not all of which are zero.

It follows from the definition that if a<tt<b, i = 1, 2, ..., n then the
determinant

Mn(tut2,...,Q=

vanishes if and only if 11 = fy for some i, j .
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Further ((1), p. 25), if tu t2, .... f«-i are distinct points of ]a, b[ then

Mn{t,tut2, ...,/„_!>,

considered as a function of t, changes sign only as t passes through tl, t2 /„ _ i.
It follows that Mn{t, tu t2, ..., ?„_!) behaves like a polynomial of degree «—1
with simple zeros at tu t2, ..., fB_i. This property of Mn will be restated as:

Property (P). If ITB _ t (?) is a polynomial of degree n — 1, with real coefficients,
having precisely r zeros tlt t2, ..., tr at which Yln_Y(t) changes sign then

does not change sign for a<t<b. (Complex zeros, which will occur in conjugate
pairs, or zeros which lie outside ]a, ft[ will not effect the sign changes of PL, _ t(0).

In the following mt{t), i = 1,2, ... will always denote an integrable Markov
system.

2. Preliminary lemmas
Lemma 1. Ifqn(t) and qn+ ^(t) are polynomials of precise^ degrees n andn+l

respectively such that

- Pa) nilt)qn{i)dt =
J a Ja

(b) qn{t) has only simple zeros in ]a, fc[,

then qn(t) and qn+i(t) do not have a common zero in ]a, b[_.

Proof. Let t—x± be a factor common to qn(t) and qn+i(t) and set

Then

( 0 - r n - i 0 K ( x i ) ] ^ = 0,f
for i = 1, 2, ..., «. But as rn^1(x1)rn(t)—rn_1(t)rn(x1) is a polynomial of degree
n with ;q as a zero it can be written (t—x1)sn_1(t).

f
Ja

Hence mi(t)(t—xi)sn-l(t)dt = 0, i — 1, 2, ..., n.
Ja

Using property (P), there exists Mr+l(t, tu ..., tr), where tu ..., tr are the zeros
of sn-i(t) at which it changes sign and which lie in ]a, b\_, such that

does not change sign in ~\a, b\_. But

f = 0.

t A polynomial is of precise degree n if it is of degree n and the coefficient /" does not
vanish.
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The last equation shows that Jn_i(O = 0, and so as r^^xj ^ 0, the coefficient
of t" in rn(t) is zero and qn+1(t) is not a polynomial of degree n +1. The contra-
diction proves the lemma. (It may be noted that the simplicity of the zeros of
qn(t) can be deduced rather than assumed but it is more convenient to have the
statement of the lemma in this form.)

Lemma 2. If the n-fold integral exists then

n

... F(ti,t2,...,ta)dt1...dtn=\ ... ZF(th,ti2,...,tin)dt1...dtn
Ja Ja Ja Ja Ja

where the summation extends over all the n\ permutations of (1,2, ..., n).

Proof. The integral over the hypercube

a^-U^ b, i = 1,2, ...,n

is the sum of the integrals over all the n! hypertriangles

into which it can be decomposed, where (iu i2, .... /„) is any permutation of
(1, 2, ..., n). The result follows.

For convenience in the following an integral over the hypercube a ^ ?,• :g b,
i = 1, 2, ..., n, will be written

and an integral over the hypertriangle a ^ 11 ^ t2 ^ • •
written

• ^ tn ^ b will be

I
'i» •••» Q denotes the (n+ l )x (n + l) determinant

t"

t\

... t

... <!

... tn

1

1

1

and an analogous notation is used later for an n x n determinant.
A corollary of lemma 2 can now be stated as

Corollary.
r

ml(t1)m2(t2)...mn(tn)Vn+1(t, tu ..., tn)dx1
= [ Mn(tut2,...,tn)Vn+1(t,tu...,tn)dT.
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For the integral over the hypercube is, by the lemma,

X±m1(th)m2{tl2)...mn{tin)Vn+1(t, t, Qdx

where the sign of/w^f,,)...»jn(/ln) is determined by the parity of the permutation
of (1, 2,.. . , ri). The sign attached to m1(tl)...mn(t^) is plus, and as an even
permutation results in plus, and an odd permutation in minus the result follows
from the definition of a determinant.

3. Proof of Theorem

Theorem. If{mt(t)} is an integrable Markov system in (a, b) then

(i) there exists a polynomial pn(t), of degree n, which is unique up to an
arbitrary non-zero scalar multiplier, such that

(**
mi(t)pn(t)dt = 0, i = l,2, ..., n;r (1)

(ii) the zeros ofpn(t) are real, distinct and lie in ]a, b[;

(iii) ifpn+i(t) is a polynomial of degree n+l which satisfies

= 0, i = 1,2, . . . ,«,f (2)

and has real, distinct zeros then between any pair of adjacent zeros of
pn+1(t) lies a zero of pn{i), all lying in ]a, b[_.

Proof, (i) The polynomial defined by the determinant

t" f'1 ... t 1

I fm^dt I tn-1m1(t)dt...\''tmi(t)dt r mt(t)dt
Ja Ja Ja Ja

[" fmn{i)dt f" t'-1mn(t)dt..Ttmn(t)dt P mn(t)dt
J a *} a J a Jo

(3)

satisfies (1). In order to show that it is indeed a polynomial of degree n it
has to be verified that the cofactor of f does not vanish. Now if it did vanish
then there would exist scalars b0, bx, ..., bn-t, not all zero, such that

b/d O, i = l,2, ..., n.f
JaFrom property (P) we can now deduce a contradiction, thus showing that the

determinant is a polynomial of degree n in t.
The uniqueness follows by taking qn(t) to satisfy (1) and such that/?n(r)-<5rn(r)
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is a polynomial of degree n — 1. An application of property (P) to the equations

I'b

wf(0[pn(0 - qn(ty]dt = 0, i = 1, 2, ..., n

shows that pn(t)—qn(t) s 0. For later use another more convenient form of
(3)^will be found. Now (3) can be written:

- 1 ... t
f* f* f* f*

nmi(ti)dh tT'mMdt^.A t1ml(tl)dtl m^Wi
Ja Ja Ja Ja

n Pb n n
tn

nmn(tn)dtn ftt-
lmn(tn)dtn...\ tnmn(tn)dtn mn(tn)dtn

Ja Ja Ja Ja

= \ ml(tl)m2(t2)...mn(tn)Vn+1<it,t1,...,tn)dT.

For brevity write
Vn(tl,t2,...,tn)= Vn,

this being an n x n determinant, and similarly

Mn(t1,t2,...,tn) = Mn.
Also let

Pn(t) = (t-t1)(t-t2)...(t-tn).
Then the polynomial pn(t) defined by (3) is

f M'nVnPn(t)dx. (4)

(ii) Let xx be a real zero of pn(t) which lies outside ]a, 6[, and define qn- t(t),
a polynomial of degree « — 1, by

pn(t) = (t-xjq^ti).
From property (P) of the Markov system, a linear combination, Mr+t(t, tu..., tr),
of m^t), m2(t), ..., mn{t) can be constructed so that

does not change sign in ]a, i [ . (The points tu t2, ..., tr are those in ]a, 6[ at
which qa-iit) changes sign.) Consider now

rMr+l(t, h, ..., trXt-

As Mr+1 is a linear combination of the members of the Markov system it
follows from (1) that this last integral is zero. But by construction the integrand
does not vanish in ]a, ft[. Hence no real zero of pn{t) lies outside ]a, £[.
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To show that the zeros are real and simple it is noted that as the coefficients
of pn(t) are real then any complex zeros must occur in complex conjugate
pairs. Let (/—a)2+j?2 be a factor of pn{t), where /? may be zero.

Then/?„(*) = [{t-u)2 +p2]rn.2(t), and property (P) together with

* 2 2 = 0, i = I, 2, .... nf
Jawill give a contradiction as before.

(iii) Let pn+1(t) be any polynomial of precise degree n+l which has real
distinct zeros, and which satisfies

Ja
(At least one such polynomial exists for the imposition of the further condition

™n+1(t)Pn+1(t)dt = Of
Jawill define such a polynomial by the first part of the theorem.)

Name the zeros of pn+1(t) as xt, x2, ••, xn, xn+1, and let

so that qn(t) has the real distinct zeros x2, x3, ..., xn+1. Then

f mi(t)(t-x1)qn(t)dt = O, i = 1,2, . . . , « . (5)

and so, as before, the polynomial defined by the determinant

t" I""1 ... t 1
f6 f* f* f*

Ja Jo Ja Ja

mjWt—xJfdt fnn(0(*—Xi)*""1^...! mn(f)(t-x^tdt I mn{t){t—x^dt
Ja Ja Ja Ja

will satisfy (5). If the cofactor of t" is non-zero then the determinant is, apart
from a non-zero scalar multiplier, the polynomial qn(t). But if the cofactor is
zero then there will exist scalars b0, bt, ..., bn_t such that

Cb n - l

m^tXt—X!) 2J bkrdt = O, i = l , 2, . . . , « . (7)
J« * = °

Now from (i)

0, i = l , 2 , . . . ,«f
Ja

(6)
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defines uniquely the zeros of pn(t). It follows that

and so pn(t) and pn+i(t) have a common zero at t = xx. But by Lemma 1
pn(t) and />n+i(0 cannot have a common zero. Hence the cofactor of t" in (6)
does not vanish and (6) defines qn(t).

By writing (6) as

l" f-1 ... 1

P » f* "-1 f*
Ja Ja Ja

(8)

P f* "-1 f*
Ja Ja Ja

it is seen that it can also be expressed as

J ^ mx h m2 t2 ...mn tn tt

~ J r n " n+lt'h' •••''" h Xl h

Finally, as Vn+i(t, tu ..., tn) = (t-t1)(t-t2)...(t-tn)Vn(t1, t2, ..., tn), (9) is

J ^ n n 1 1 1 2 ••• 1 n 1 •••

MnVnPn{Xl)Pn{t)dz (10)

using the abridged notation introduced earlier. This determinant defines the
polynomial qn(t) which is assumed to vanish for x2, x3, ..., xn+l.

Now

substituting this for Pn(t) in (10) and putting t = x2, x3, ..., xn+l in turn gives
the equations

t
r = o

qn(Xj)= t ^ T ^ f MnVnPi'\xi)Pn(x1)dT = 0, j = 2, 3, ..., «+l. (11)
o r! J

Eliminate now MnFni
)<r)(x1)Pn(x1)d/ r = 1, 2, ..., « - l . This gives, noting
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MnVnPn(xl)dx + f MnVn[Pn(Xl)fdz,
Tn jTn

MnVnPn(xl)dx+ f Mn\ = 0.

Hence

f M^^^X^dT
jTn

f Mn
JTn

. . . (X2-Xj)', 1 - 1

n - 1

Jrn
. . . (X2-Xj)n - 1

,11-1

= 0.

Xn+1— Xl...(Xn+l— Xj)

After removing the non-zero Vandermonde determinant factor, the result
is that

(x1-x2)(x1-x3)...(x1-xnT1)I = f Mn\ (12)

Writing nn+1(0 = (r-X!)(<-x2)...(/-xn+1) it follows that

n;+ 1(X l ) f MnVaPn(Xl)dr= ! MJlPJixjfdT, i = \,2,Z.,n + \, (13)

where the prime denotes differentiation. As MnVn is of constant sign in Tn

MnVnPn(xt)dr

has the same sign as nn+i(x,). But, from (4), the polynomial defined by

MnVnPn(x)dx

I
L
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is, apart from a scalar multiplier, that polynomial pn(t) which satisfies

f
Ja

m£t)pn(t)dt = 0, » = 1,2,...,«.

Hence, at the points xt, x2, ..., xtt+l,pn(t) has the sign of

and so between each pair of consecutive zeros of/>n+1(O lies a zero of pjj).

4. Remark
It will have beennoticed thatpn+l(t) was not required tosatisfy the additional

condition

I mn+i(t)pn+i(t)dt = 0,
Ja

but merely that its zeros should be real and distinct. In the classical situation,
when m,(i) = mifyt1'1, the separation of zeros of pn+1(t) by pn{t) then follows
under the weaker assumption that pn+1(t) should satisfy

Lmtt Pn+1 ~ l~ '"
together with the requirement that its zeros should be real and distinct.

5. Gaussian quadrature
The results of the theorem have an application to the existence of Gauss-type

quadrature formula for the simultaneous calculation of integrals of the form

r
Ja

where it is required to approximate the integrals by weighted sums of f(t) at
certain points. For, using Lagrange's interpolation formula,

f
Ja

for i = 1, 2, ..., n, where Hn{t) = (t-x1)(t-x2)...(t-xn) and

If the remainders

P («)
J- "** * " *

are to vanish when/(f) is a polynomial of degree n, then
P»

mXi)U.(t)dt = 0, i = 1, 2, ..., n,
Ja
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thus giving, with the appropriate conditions on mt(t), a set of quadrature
points.

The need for simultaneous Gaussian quadrature arises in the solution of
integral equations where the integral equation has the form

n nz
'=1 Jo

, i ) f ( i ) d t + g ( s ) = f ( s ) , a ^ s ^

the kernels k((s, t) being continuous functions of t. It is essential here that if
the integrals are replaced by quadrature formulae then the resulting equations
have the form:

^ S £ HiJki(s,xj)Kxj)+g(s)=Rs)
i = i j = I

in order that putting s = xt, x2> •••, xn will lead to a determinate set of equa-
tions. Here/(xy) denotes the putative approximation of/(*,).

It is natural to ask what can be said about the weights HtJ in (14), for in
the usual Gaussian quadrature the weights are known to have constant sign.
No such result has been found for simultaneous Gaussian quadrature with a
Markov set. In fact if m^t) = ti~1rn(t), i = 1, 2, ..., n- 1, m{t)>0 say, then

H
t-Xj

1 f* I
t — Xj

= Xfj-1H1j. (15)

It is easy to prove that Hlj>0, j = 1,2, ..., n, for

t-Xj
and as

1 = O, i = 1,2,...,«-!,
n;(x,)Jo t-xj

it now follows by induction that

Hence m(0
t-Xj

by forming the polynomial !!„(/)/(/-xy) from 1, r, ..., r""1 . Hence /fi; are
all positive, but if {xj} changes sign in (a, b) then H2J, J = 1, ••-, n will have
positive and negative components.
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6. Generalization
The conditions of the theorem can be weakened and still lead to the same

conclusion. Let the sequence of functions m^t), i = 1, 2, ... have property
(P), that is, given a polynomial IIn_1(t) of degree n— 1 with real coefficients
having r zeros at which II,,-^/) changes sign, it is possible to find a linear
combination Mr+1 of mu m2, ••-, mr+1(t) such that

does not change sign in (a, b). Further, let m£t) be such that the determinant

m2(t2) ... mn{t2)

does not change sign in a ^ tt ^ t2 ^...^ tn ^ b.
With these conditions replacing condition (6) of the definition of an integrable

Markov system the theorem still holds.
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