
CONSTRUCTION OF TRANSVERSE FIELDS 

H. PUTZ 

In this paper we give local conditions for a rectilinear embedding of a 
non-bounded combinatorial manifold, Mn, in Euclidean space, which are 
sufficient to prove that Mn has a transverse field (see 1.1 and 1.2, definitions). 

In a sequel to this paper (6), we will show how with this transverse field we 
can construct a normal microbundle for the embedded manifold Mn. 

Our object in this research was only to obtain an existence theorem for 
normal microbundles. However, the method of proof via the construction of a 
transverse field yields as corollaries by Cairns (1), Whitehead (9), or Tao (8), 
results on smoothing. Earlier smoothing results achieved by the construction 
of transverse fields in the special case of (global) codimension 1 were obtained 
by Noguchi (5), and Tao (7; 8). 

After the research for this paper was completed, a paper of Davis (2) came 
to our attention. His methods are quite different from ours and there is little 
overlap in the two papers. We will mention his results in the text (see 1.13). 

In § 1, we state our local conditions and construct the transverse field, 
modulo the crucial fact that certain sets, P[s], (see 1.1, definition) are con-
tractible. We also mention the smoothing corollaries which follow from this 
result. Included is a conjecture, which if true, would give stronger results on 
smoothings. In § 2, we develop the coordinate structure of Gn,p', the space of 
oriented ^-planes in Euclidean n + p space, Rn+V, which we then use in § 3 to 
prove that the sets P[s] are contractible. 

0. Conventions. Throughout this paper, unless specifically stated other­
wise, Mn will denote a non-bounded combinatorial manifold of dimension n, 
rectilinearly embedded as a locally finite subcomplex of Rn+P. Furthermore, all 
spaces involved will be assumed to be embedded in some Euclidean space. 
This is in order to make use of the theorems of (4), to which we refer the reader 
for background definitions, etc. 

By a simplex, s, we will mean an "open" simplex, and s will denote its 
closure, that is, s, together with its faces. We will denote by St(s, M), the 
open star of 5 in M, and by St (s, M) the closed star. 

When we speak of planes in Rn+P, we will mean those that pass through the 
origin of Rn+P, unless specifically stated otherwise. 

1. Existence of a transverse field. 
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1.1. Definition. Let s denote a simplex (open) of M. P[s] will denote the 
subset (possibly empty) in Gn,p (the Grassmannian manifold of all ^-planes in 
Rn+v) of ^-planes, P , such that, if H is the orthogonal w-plane to P in Rn+P, 
then the orthogonal projection q: Rn+P —> H, restricted to St (s, M), is a homeo-
morphism, carrying St(s, M) onto an open set in H. If P belongs to P[s], then 
P is said to be transversal to M at m, where m is any point of s; see (9) for 
an equivalent definition. 

1.2. Definition. A continuous map g: M —•> Gn,p is a transverse field if the set 
g (5) is contained in the set P[s], for every simplex s of ik/\ 

1.3. Definition. The embedding of lfw in Rn+P is locally normal if for each 
vertex, m of M, the set P[m] is non-empty. 

1.4. Remark. If the simplex t is a face of the simplex s, then since St (s, M) 
is contained in St(/, M), we have the fact that the set P[t] is contained in the 
set P[s]. Thus, for a locally normal embedding, the sets P[s] are non-empty. 

1.5. Definition. The rectilinear embedding of Mn in Rn+P is of local codimension 
k, if for each vertex m, of M, there is an (n + k)-plane K (depending on m), 
such that St(m, M) is contained in some translation of K* 

1.6. Remark. If the embedding of ikP in Rn+P is of local codimension k and 5 
is a simplex of M passing through the origin of Rn+P, then St(s, M) is contained 
in a plane of dimension n + k. Let £ and r be two w-simplices in St (5, M). 
Then, if L and H are the two ̂ -planes determined by t and r, respectively, the 
intersection of these two planes obviously has dimension greater than or 
equal to n — k. 

1.7. THEOREM. / / the embedding of Mn in Rn+V is locally normal, and of local 
codimension 1, then for any simplex, s, of M, the subset P[s] of Gn>p is open and 
contractible. 

Proof. See 3.9. 

The principal result of this paper is the following. 

1.8. THEOREM. For a locally normal embedding of Mn in Rn+P of local co-
dimension 1, Mn has a transverse field. 

Proof. We must construct a continuous map h: M —» Gn,p, such that for 
each simplex, s, of M, h(s) is contained in P[s]. We do this by induction. For 
any vertex, m of M, let h(m) be any £-plane in P[m\. Assume that h has been 
defined on the k — 1 skeleton of M, and let s be a fe-simplex. Then, for t a 
face of sj h(t) is defined and is contained in P[t], which is contained in P[s]; 
see 1.4, remark. Thus, h maps the boundary of s into P[s]. By the theorem of 

*This suggestive terminology of local codimension is due to Davis (2). 
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1.7, P[s] is contractible, thus we may extend h to a. continuous map of s 
into P[s]. 

1.9. COROLLARY. There exists a piecewise smooth map g: M —> Gn,p, such that 
g(s) is contained in P[s] for each simplex s of M. 

Proof. Let h be the map of the previous theorem. Thus, h(s) is contained 
in P[s]. From the fact that P[s] is open in Gn,p (1.7, theorem) and the fact that 
h(s) is compact, we see that there exists a strictly positive continuous function ô 
mapping M to the positive reals, such that, if 

g: M->Gn,p and \\g(x) - h(x)\\ < ô(x) 

(where || || denotes a metric on Gn,P), then g(s) is contained in P[s]. 
Now let V denote the second regular neighbourhood of M in Rn+P, and let 

r: V —» M denote the retraction of this open set onto M. Thus, we have a 
continuous map hr: V—> Gn>p, defined on the smooth manifold V. Let 
g: V—> Gn,p be a smooth map, such that its restriction to M is pointwise 
within ô(x) of the map h. (Such a map exists by the proof of (4, Theorem 4.2).) 
If we let the restriction map also be denoted by g, we have the proof of the 
corollary. 

Since M has a transverse field, it has a compatible differentiate structure 
according to Cairns (1), or Whitehead (9). Thus, as a corollary to the theorem 
of 1.8 we have the following result. 

1.10. THEOREM. Let Mn be a non-bounded combinatorial manifold. If there 
exists a locally normal embedding of local codimension 1 in some Euclidean space, 
then Mn has a differentiable structure compatible with its given combinatorial 
structure. 

1.11. Smoothing corollaries. Of our two hypotheses (local normality and local 
codimension 1) in the theorem of 1.8, clearly the first is necessary. However, 
for results on smoothing, the position of Mn in Euclidean space is immaterial, 
and it may be possible, following Noguchi (5), to avoid using this hypothesis 
as follows. 

CONJECTURE. Let Mn be embedded in some Euclidean space with local co-
dimension 1. Then, if the Schoenflies conjecture holds for dimension ^ n it is pos­
sible to shift the embedding of Mn slightly so that the new embedding will still have 
local codimension 1, and also be locally normal. 

We do not pursue this conjecture here, but remark that if it were true, then 
by what we have already done, the following would immediately follow. 

THEOREM. If the Schoenflies conjecture holds in dimension ^ n, and Mn is 
embedded in some Euclidean space with local codimension 1, then Mn has a 
differentiable structure compatible with its given combinatorial structure. 

https://doi.org/10.4153/CJM-1969-125-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1969-125-6


TRANSVERSE FIELDS 1149 

We remark that Tao (8) has proven the previous theorem via the method 
of transverse fields in the case when Mn is immersed (piecewise linear local 
homeomorphism) in Rn+1. Following Tao (8), the truth of the conjecture 
stated for an immersion would yield the following theorem which would be 
the most general smoothing result obtained via transverse fields. 

THEOREM. If the Schoenflies conjecture holds in dimension ^ n and Mn is 
immersed in some Euclidean space with local codimension 1, then Mn has a differ­
entiate structure compatible with its given combinatorial structure. 

Finally we mention that without relying on the above conjecture for immer­
sions we have the following result. 

1.12. THEOREM. Let Mn be a non-bounded combinatorial manifold. If there 
exists an immersion of Mn in some Euclidean space which is locally normal and 
of local codimension 1, then Mn has a differ entiable structure compatible with its 
given combinatorial structure. 

Proof. The theorem of 1.8 holds in the case of an immersion, since its proof 
rests on the theorem of 1.7, which is a local statement. Our theorem then 
follows from propositions of Tao (8, Propositions 1, 2, 3, 4), where the 
immersion version of the theorem of 1.8 is the key hypothesis. 

1.13. Results of Davis. Davis in (2), among other results, obtained necessary 
and sufficient conditions that a compact non-bounded combinatorial manifold 
be embeddable with local codimension 1. He also showed that the Klein bottle 
is embeddable with local codimension 1. Thus, local codimension 1 is distinct 
from global codimension 1. (That is, one might think that the embeddability 
of Mn with local codimension 1 might imply that Mn might be actually 
embeddable in Rn+1.) This indicates that our theorem in 1.10 is a real general­
ization of the work of Noguchi (5) and Tao (7). 

2. The coordinate structure of the space Gn,p of oriented ^-planes 
in Euclidean n + p space. 

2.1. Construction. Denote by Gn,p the set of ^-planes in Rn+P together with a 
choice of orientation for each plane. We construct coordinate neighbourhoods 
for GnJ as follows. We fix once and for all, throughout the remainder of this 
paper, an orientation of Rn+P. That is, pick a basis of Rn+P, and it is to be 
understood that, for any other basis of Rn+P mentioned, the matrix associated 
with the change of basis is to have a positive determinant. Now let P be a 
p-plane in Rn+P, and let Ri, . . . , Rp be a basis of P , which we complete to a 
basis of Rp+n. Consider another basis Si, . . . , SP of P , and complete it to a 
basis of Rn+P. Then the basis Pi , . . . , Rp of P is equivalent to the basis S i , . . . , Sp 

of P if the associated p X p matrix has a positive determinant. Thus, if (Rt) 
denotes the equivalence class of the basis Pi , . . . , Rp, of P , the points of 
Gn,p can be denoted (P, (Ri))- Let yif . . . , yn+p be a basis of Rn+P, and let P 
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denote the p-plane spanned by yi, . . . , yv. We shall construct a coordinate 
neighbourhood of the point (P, (yi)) in GnJ. Throughout this paper we 
identify points, a, of the Euclidean space Rpn, with the p X (n + p) matrices 
A = (/; a), where 7 denotes the p X p identity matrix. 

We define a m a p / : Rpn-* Gn,p' b y / ( a ) = (P(a) , (P*(a))), where P(a ) is 
the ^-plane spanned by the vectors Rt(a) = X a^yi, i' = 1, . . . , £, 
7 = 1, . . . , p + n. Thus / (0 ) = (P, (y*))- Associated with the mapping/ we 
define a m a p / ' : Rpn-* GnJ by f'(a) = (P(a), ( P / ( a ) ) ) , where P(a) is the 
^-plane spanned by the vectors R/(a), and where Ri (a) = —Pi(a), and 
R/(a) = Ri(a), i = 2, . . . , p. Thus , / ' ( a ) is the oriented ^>-plane, oppositely 
oriented to the oriented p-plane f(a). One easily sees that these coordinate 
neighbourhoods define a differentiate structure for GnJ, and that GnJ is a 
double covering of Gn,p under the covering map which sends (P, (Ri)) to the 
^-plane P . 

The following theorem is the key result in our proof that the sets P[s] are 
contractible. 

2.2. THEOREM. Let yu . . . , yp+n and xu . . . , xp+n be two bases of Rn+P, such 
that yj = Xj,j — p + 2, . . . , p + n. Letf and g denote the associated coordinate 
functions, as defined in the previous construction. Let U denote the intersection 
in Gn,p' of f(Rpn) and g(Rpn). Thenf-^U) is a convex set in Rpn. 

Proof. Suppose that (P(a), (Rt(a))) = (P(b), (Sk(b))), where Rt(a) = 
E ciijyjy Sk(b) = X bkrxrt i, k = 1, . . . , p, j , r = 1, . . . , p + n. Now 
Ri(a) = Z) dik(a)Sjc(b), where the pXp matrix D(a) = (dik(a)) has a 
positive determinant. Now y j — ]£ cjr xT, where the (n + P) X (n + p) 
matrix C = (cjr) has a positive determinant. Note that by the choice of bases 
y j and xr, that cjr = bjT (the Kronecker delta), for j = p + 2, . . . , p + n. 
In matrix terms, we have then AC = D(a)B, where D(a) has positive 
determinant. 

Thus, we have reduced the proof to showing that the solutions, A, in Rpn 

(recall that we identify points in Rpn with p X (p + n) matrices, whose first 
p columns form the p X p identity matrix / ) of the matrix equation 
AC = D(a)B forms a convex set (where C is fixed, the first p columns of A 
and B form the p X p identity matrix, and the determinant olD(a) is positive, 
but D(a) is otherwise unrestricted.) 

Let us assume that A in Rm is a solution to AC = DB. We will derive a 
necessary condition for A. We will then show that for any A satisfying this 
condition, there exist matrices D and B such that AC — DB. Finally, we shall 
show that the set of points A in Rpn satisfying this necessary and sufficient 
condition is a convex set in Rpn. 

Necessity. Suppose that AC = DB and let G = D~l. Then since G AC = B, 
the first ^-columns of G A C equal the p X p identity matrix I. Consider the 
first p + 1 entries of the ith row of GA. This then is the row vector (with 
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p + 1 entries) (Gt; Gt • Av+l), where Av+l is the (p + l )s t column of A, and 
Gj is the ith row of G. By the particular choice of the bases xT and yj} we have 
for the matrix C of the change of basis, cjr = 0 for j = p + 2, . . . , p + n 
and r = 1, . . . , p. Hence, in determining the first p columns of G AC, we need 
only consider the first p + 1 rows of the 7th column of C, j = 1, . . . , p. We 
write this column vector (with p + 1 entries) as (Fy; cp+itj), where FJ is the 
column vector consisting of the first p entries of the j th column vector of C. 
Thus G AC = B implies that Gt • F' + (Gt • 4p+1)cJI+ifi/ = ô„. That is, if Z is 
the p X p matrix whose jth column vector is Fj + cp+itjA

p+1, then GZ = 2", 
and therefore Z = D. Thus a necessary condition for A to be a solution of 
the equation AC = DB is that the determinant of the p X p matrix 

Z = (Cij + aitP+iCp+itj), 

i,j=l,...,p, be positive. Note that this condition only concerns the 
(p + l)st column of A. 

Sufficiency. Suppose that the point A in Rm is such that the matrix 
Z = (cij + ai,p+icP+i,j)> hj^ 1, • • • , p, has a positive determinant. Let 
G = Z_ 1 . Then, if B is defined to be the matrix GAC, we see, by retracing 
our steps above, that the first p columns of B form the identity matrix. Thus, 
AC — DB, where D = G~1 = Z, and the determinant of D is positive. Thus 
the condition on A is sufficient. 

Convexity. We shall show that the set of points A in Rvn satisfying the 
condition that the determinant of the matrix Z — (Cij + aitP+iCp+itj) be 
positive, is a convex set. First we prove the following result. 

SUBLEMMA. Let us consider an arbitrary square p X p matrix of the form 
E = (Cij + Sttj). Then the determinant of E is equal to Y, Zk$k + £, k = 1 , . . . , p, 
where zk is a function only of the terms ctj and tr, and not of the terms sg, and 
c = det(cu). 

Proof. d e t E = £ (sign 7r)(ciT(i) + sik<i)) . . . {cw{p) + svt^v)), where the 
sum is taken over all permutations w of p symbols. A typical term in this 
expansion of the determinant of E is 

( S i g n ir) Cj1T(ji) . • • ^ > 7 r ( ; V ) ^ ' r + l ^ ( ; r + i ) • • • tjpS*Up)> 

where j i < . . . < j r , and jT+\ < . . . < j p . We claim that if p — r ^ 2, then 
any such term is cancelled. For let wf denote the permutation denned by 
*'(j*) = *•(/*), for k y* r + 1, p, and TT'O'H-I) = ir(jp)> ^ UP)

 == ^O'r+i)- S i n c e 

sign 7r' = —sign ir, we see that the term in the expansion involving the 
permutation T' cancels the term involving the permutation 7r, when p — r ^ 2, 
which proves the sublemma. 

Applying the sublemma to our matrix Z, we see that the necessary and 
sufficient condition on the point A in Rpn is that J^ zkakiP+i + c > 0, 
k = 1, . . . , p. The set of points A in Rpn satisfying this condition are all 
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points lying on one side of the (pn — 1)-dimensional hyperplane in Rpn 

determined by ]£ zkak>p+i + c = 0. This set is convex, and the theorem of 2.2 
is proved. 

The remainder of this section consists of rather tedious constructions and 
lemmas, concerning mainly various choices of bases in Rp+n. These are of no 
intrinsic interest, but are necessary preliminaries, so that we may, in § 3, 
prove that the sets P[s] are contractible. Our use of the space of oriented 
^-planes, rather than the space of ^-planes, is a technical device to facilitate 
this proof. 

Let yi, . . . , yp+n denote a basis of Rp+n, and let q: Rp+n —» Rp denote the pro­
jection defined by q(yt) = yu i = I, . . . ,p, q(y j) = 0, j = p + 1, . . . , p + n. 
Denote by H the ^-plane spanned by the vectors yj,j = p + l,...,p + n, 
and let P denote a ^-plane in Rp+n. 

2.3. LEMMA. The map q: P —> Rp is non-singular if and only if the p-plane P 
can be spanned by vectors Ri, . . . , Rp, such that q(Rt) = yu i = 1, . . . , p. 

2.4. LEMMA. The intersection of the p-plane P with the n-plane H is the zero 
vector if and only if q: P —> RP is non-singular. 

2.5. COROLLARY. Let f, f: Rpn —» GnJ denote the coordinate maps constructed 
in 2.1 with respect to the basis, yi, . . . , yp+n\ thus f (a) = (P(a), (Rt(a))) and 
f(a) = (P(a), (R/(a))). Then the intersection of P and H is the zero vector if 
and only if P = P (a), for some point a in Rpn. 

The proofs of the results in 2.3-2.5 above are obvious, and will be left to 
the reader. 

2.6. LEMMA. Let H be an n-plane in Rn+P with a given orientation, and let 
yv+i, . . . , yp+n be a basis for this oriented n-plane. Let us complete this to a basis 
yi, . . . , yp+n of Rp+n. Denote by zp+i, . . . , zp+n another basis of the oriented 
n-plane H {thus the matrix of the transformation taking Zj to yj, 

j = P + 1, • • • , P + n, 

has positive determinant), and complete it to a basis zu . . . , zp+n of RpJrTl. If 
fyg:Rpn—>Gn,p denote the respective coordinate maps defined in 2.1, then 
f(Rpn) = g(Rpn), and the homeomorphism f~~lg: Rpn —> Rpn maps convex sets to 
convex sets. 

Proof. As in the proof of the theorem of 2.2, we are led to consider the matrix 
equation AC = DB, where Cis the matrix of the transformation of Rp+n which 
takes the vector yj to the vector Xj. However, now the matrix C is simpler 
than it was in 2.1, since 

*-£ $• 
where X is a p X p matrix of positive determinant, and 0 dnoetes the null 
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n X p matrix. Thus, D = X, a constant matrix, and B = D~lAC. Hence, 
f(Rpn) = g(Rpn). The fact that g~lf(A) = D^AC = B, shows that g~lf maps 
convex sets to convex sets. 

We now prove some lemmas concerning St (s, M). In order to avoid the 
notational inconvenience involved with translated planes, we will assume, 
without loss of generality, that the simplex 5 passes through the origin of 
Rp+n. Denote by K and L the w-planes determined by two adjacent w-simplices 
r and / in St (s, M). Let P be a p-plane whose intersection with K and whose 
intersection with L is the zero vector; denote by H the #-plane orthogonal to P, 
and by q: Rv+n —> H the orthogonal projection. Let W be the (p + n — 1)-
plane determined by P and the intersection of f and t. 

2.7. LEMMA. The map q: fUt—*His one-to-one if and only if W separates 
r and t. 

The proof is easy, and is left to the reader. 

2.8. Definition. We now choose an orientation of St(s, M). (St(s, M) is 
orientable, whether M is, or not.) Let S\, . . . , sv denote the w-simplices of 
St(s, Af), with Si adjacent to si+i. Let Ht denote the w-plane determined by 
the w-simplex su and choose an orientation of Ht determined by the orientation 
s^ received from the orientation of St(s, M). Let yv+ii

1 . . . , Jp+J be a basis of 
the oriented plane Hu and complete this to a basis yi, . . . , yp+n\ of Rp+n, 
such that y/ is perpendicular to Hi, for j = 1, . . . , p. Let ft: Rpn —» GnJ 
denote the coordinate map associated with the basis y/, i = 1, . . . , v, defined 
in 2.1. 

We define Ut(s) to be the set fi(Rpn) in GnJ. 

2.9. LEMMA. Let P denote a p-plane, H the perpendicular n-planef and 
q: Rp+n —> H y the orthogonal projection. Then, the map q is one-to-one on the 
union st U st+i of adjacent oriented simplices, if and only if there exist points 
at and ai+i in Rpn such thatfi{a^) — ft+i(ai+i) — P'', an oriented p-plane, with 
7r(P') = P, where w: GnJ —> Gn,p is the covering map defined in 2.1. 

Proof. Let W denote the (p + n — 1)-plane determined by P and the inter­
section of Si and si+i. By the lemma of 2.7, it is sufficient to prove that 
fi(cii) = fi+i(ai+i) = P' if and only if W separates st and st+i. To show this, 
we choose new bases of the oriented planes, Hi and Hi+i, as follows. For 
notational convenience, let st = ^i, si+i = s2, and let t denote the intersection 
of Si and s2. The orientation of Si induces an orientation of t, and hence of the 
(n — 1)-plane determined by /. Let Zp+21, . . . , zv+n

l be a basis of this oriented 
in — 1)-plane, and complete this to a basis of the oriented w-plane JEfi, by the 
addition of a vector zp+il. Similarly, the w-simplex s2 induces a basis 
Zp+i2, . . . , zp+n

2 of the oriented w-plane H2, where zp+2
2j . . . , zp+n

2 span the 
same (n — 1)-plane as zp+2

x, . . . , zp+n
l. However, since the orientation of the 

simplex t induced by the orientation of $2 is opposite to the one induced by S\9 
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the matr ix of the t ransformation taking the vector z / to the vector z / , 
j = p + 2, . . . , p + n, has a negat ive de te rminant . Now choose vectors 
Zi1, . . . , Zp1 such t h a t they span the ^-plane P , and such t h a t Zi1, . . . , v ^ 1 

is a basis of Pp+/*. Similarly, we obtain a basis Zi2, . . . , zv+n
2 of i^ + w , where the 

vectors Zi2, . . . , zp
2 span P . Le t gi, g2: P p w —> Gn,p' be the coordinate maps 

associated with the bases z1 and z2, respectively. T h u s , 

gl(0) = (P, («i1, . . . , V) ) and g2(0) = (P, (*i2, . . . , V ) ) . 

Now by the lemma of 2.6,fi(Rpn) = gi(Rpn), a n d / 2 (IP"1) = g2(Rpn). Hence, 
to prove the lemma, it is sufficient to prove t h a t gi(0) = £2(0) if and only if 
the (p + n — 1)-plane W separates the simplices s± and s2. 

First , suppose t h a t gi(0) = g2(0) . Then , the t ransformation which maps 
Zj1 to z / , j = 1, . . . , p, has positive de te rminant . Now the t ransformation 
which takes z / to z / , j = p + 2, . . . , p + n, has negat ive de te rminan t . 
Therefore, since the t ransformation of Rp+n taking z / to z/,j = 1, . . . , / > + n, 
has positive de te rminant , we see t h a t gi(0) = g2(0) implies t h a t z-p+i1 = 
cZp+i2 + Y< CjcZk2, k 5* p -)- \} with c < 0. Thus , W clearly separates si and s2. 

Conversely, if W separates Si and s2, then zv+il = czp+i2 + £ c ^ 2 , 
k ?£ p + 1, with c < 0. In order t h a t the t ransformat ion which takes z/ to 
zj2i j = ^1 > - - 1 P ~\~ n> have positive de te rminant , i t is necessary t ha t the 
t ransformation which takes z / to z / , j = 1, . . . , p, have positive de te rminan t . 
Therefore, gi(0) = g2(0) , which completes the proof of the lemma. 

Finally, we consider the following si tuat ion. Recall t h a t Ht denotes the 
w-plane determined by the w-simplex st in S t (s, M), i = 2, . . . , v. (We are 
assuming, wi thout loss of generali ty, t h a t the simplex s passes through the 
origin of Rp+n.) Since the rectilinear embedding of M in Rp+n is of local co-
dimension 1, we have by the remark of 1.6 t h a t the intersection of Ht and Hi 
is a plane of dimension greater t han or equal to n — 1. If the dimension is n, 
the following lemma is trivial, hence let us assume t h a t the dimension is n— 1. 

Le t Zp+21 = Zp+2\ . . . , Zp+n
l = Zp+J, be a basis of this (n — 1)-plane. 

Complete this to a basis z^+i1, . . . , zv+n
l of the oriented ^-plane Hi, and also 

complete it to a basis zp+i\ . . . , Zp+J of the oriented w-plane Ht. Now complete 
bo th to bases z1 and zl of Rpn. 

Let gi, gi\ Rpn —» Gn,p denote the coordinate maps associated to the bases 
z1 and z \ respectively. By the lemma of 2.6, fi(Rpn) = gi(Rpn) and 

fi(Rpn) = gi(Rpn). 

2.10. L E M M A . Let Vt denote the intersection in Gn,p
f of fi(Rpn) and ft(R

pn). 
Then Kt = fi~l{Vi) is a convex set in Rpn. 

Proof. B y the preceding discussion, the set Vt is the intersection of gi(Rpn) 
and gi(Rpn). Le t K/ = gr^Vt). By the theorem of 2.2, K/ is a convex set 
in Rp\ Now Kt =fi~1(Vi) = fr'g^r^Vt) = / r ^ i ( ^ / ) . By the lemma of 
2.6, the fact t h a t K/ is convex implies t h a t Kt is convex. 
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3. The set P[s] is open and contractible. The proof that P[s] is open is 
direct. In order to prove that P[s] is contractible, we prove that it equals 
another set, Q[s], which is more easily seen to be contractible. The purpose of 
introducing the space GnJ of oriented ^-planes in Rn+P, in § 2, was to enable 
us to define this set Q[s], which we now proceed to do. Throughout this section 
we will assume, without loss of generality, that the simplex 5 passes through 
the origin of Rp+n. 

3.1. Definition of Q[s]. Let si, . . . , sv be the oriented w-simplices of the 
oriented complex St(s, M), with st adjacent to si+i. Furthermore, denote by 
Ut(s) = fi(Rm) the set in Gn,p' which was defined in 2.8. We define Q'[s] to 
be the intersection in GnJ of the subsets Ui(s), . . . , Uv(s). Then Q[s] is 
defined by setting Q[s] = 7r (()'[$]), where w: GnJ —> Gn,p is the covering map 
defined in 2.1. We note that Q[s] is homeomorphic to Q'[s], since the restriction 
of the covering map TT to any subset Ut(s) is a homeomorphism. 

3.2. LEMMA. The set P[s] is contained in Q[s]. 

Proof. Let the ^-plane P belong to P[s]. By the lemma of 2.9, there exist 
points a\ and a2 in Rm such that / i (ai) = f2(a2) = P', and ir(P') = P. 
Applying the lemma of 2.9 again, we see that there exist points a2 and a3 such 
that /2(a2 ' ) = / 3 (o 3 ) = P", and TT(P") = P. However, irf2: Rm -» Gn,p is a 
homeomorphism; therefore, P" = P ' , and a2 = a2. Continuing in this manner, 
we have points <2i, . . . , av in Rpn such that / i (ai) = . . . = /5(a5) = Pf, and 
,r(P') = P. Thus, P ; belongs to <2'[s], and therefore P belongs to Q[s], We 
note in addition that, by the remark of 1.4, this implies that the set Q[s] is 
non-empty. 

3.3. THEOREM. The set Q[s] is open and contractible in Gn,v. 

Proof. The set Q[s] is obviously open in GUtP. Since Q[s] is homeomorphic to 
Q'[s], it is sufficient to show that Q'[s] is contractible. Now 

Q'[s] = Ui(s) n . . . r\ uv(s) = n(Ui(s) r\ ut(s)), 
i = 2, . . . , v. By the lemma of 2.10, 

frl(Q'[s]) = nfrl{Ui{s) r\ ut(s)) = r\Ku 

i = 2, . . . , v, where Kt is a convex set. Thus, fï~l{Qf[s]) is convex, and there­
fore contractible. Since f±: Rpn —> GnJ is a homeomorphism, we have then 
that the set Qf[s] is contractible, which proves the theorem. 

3.4. LEMMA. Let the p-plane P belong to the set Q[s], let H denote the orthogonal 
n-plane, and let q: St (5, M) —> H denote the orthogonal projection. Then the map 
q is one-to-one on I, for any simplex t in St (s, M). 

Proof. I t is obviously sufficient to prove the lemma for an ^-simplex st. Let 
Hi denote the n-plane determined by the w-simplex st. If the map q is not 
one-to-one on sif then the intersection of P and Ht has dimension greater than 
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or equal to one. By the corollary of 2.5, this contradicts the fact that 
P = TT(P'), where P ' belongs to ft(R

pn). 

3.5. LEMMA. Let H be an n-plane in Rp+n, q: St(s, M) —» H the orthogonal 
projection map. If the map q is one-to-one, then q: St(s, M) —> H is a homeomor­
phism, mapping St(s, M) onto an open set in H. 

Proof. Suppose that there exist points x and y in St (s, M) — St(s, M) such 
that q(x) = q(y). This implies that the image under the map q of the rays 
x to m and y to m coincide for any point m in s. However, these rays, with the 
exception of the points x and y, lie in St (s, M). Hence, we have a contradiction 
to the fact that the map q is one-to-one on St(s, M). Thus, q: St(5, M) —• H 
is a homeomorphism. Now since P[s] is non-empty by the remark of 1.4, we 
know that there exists a homeomorphism of St(s, M) with an open set in 
Euclidean w-space. Hence, by the theorem on the invariance of domain 
(see 3, pp. 95, 96, Theorem VI 9), the image under the map q of St(5, M) is 
open in H. 

3.6. Remark. Let H be an w-plane in Rp+n, and let P denote the orthogonal 
^-plane. The condition that the orthogonal projection q: St(s, M) —» H is 
one-to-one (which, by the previous lemma, ensures that the map q carries 
St(5, M) homeomorphically onto an open set in H) is easily seen to be equiva­
lent to the condition that for any two distinct points x, y in St(s, M), the 
vector x — y does not belong to the ^-plane P. 

3.7. PROPOSITION. The set P[s] is open in Gn,p. 

Proof. Let the ^-plane P belong to the set P[s], By the preceding remark, 
we have to find a neighbourhood U of P in Gn,p such that if P i belongs to Uy 

then x — y does not belong to Pi , for every two distinct points x, y in St(5, M). 
First we prove the following result. 

SUBLEMMA. Given any two distinct points x and y in St(s, M); then there 
exist points xr and yr such that x' — y' is parallel to x — y, and such that xf 

belongs to ljf y' belongs to tki where tj and tk are two simplices of St(s, M) whose 
closures do not intersect. 

Proof. For the sake of completeness, we include the proof, which is taken 
from (9, p. 197). Let x belong to the simplex h and let y belong to the simplex h. 
We use induction on the number, dim h + dim t2. If the sum of the dimensions 
is zero, the lemma is trivially true. Now, let us assume that t\ and h have a 
non-empty intersection. (If the intersection is empty, the lemma is trivial.) 
Let m be any point of this intersection. For the real number r greater than or 
equal to one, set x(r) = m + r(x — m), and y(r) = m + r(y — m). Thus, 
x{r) — y{r) is parallel to x — y. Let r\ be the maximum of the numbers r such 
that x(r) belongs to ?i, and y(r) belongs to t2. Then, either x(r{) belongs to 
the boundary of th or y(ri) belongs to the boundary of t2. Thus, we have: 
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x(r\) belongs to /3, y(r{) belongs to t4, x(r\) — y(r{) is parallel to x — y, and 
dim /3 -f dim /4 is smaller than dim h + dim t2. Hence, the lemma is established 
by induction. 

Now let L denote the subcomplex of the cell complex St (s, M) X St(s, i f ) , 
consisting of cells tj X ?*, such that the intersection of tj and tk is empty. Let & 
be a mapping of L into the sphere, 5P+W_1, defined by 

h(x,y) = (x - y)/\\x - y\\. 

Then, by the remark of 3.6, the p-plame P belongs to the set P[s] if and only if 
the intersection of h(L) and P is empty. Since L is compact, h(L) is closed in 
the sphere 5P+W-1. Thus, we can choose a neighbourhood U of P in Gn,p such 
that, if Pi belongs to TJ, then the intersection of h(L) and P i is empty. Thus, 
P i belongs to P[s], which proves the proposition. 

3.8. THEOREM. The set Q[s] — P[s] is open in Gn,p. 

Proof. Let the £-plane P belong to the set Q[s] — P[s] in Gn,p. Denote by 
H the w-plane orthogonal to P , and let q: St(s, M) —> H denote the orthogonal 
projection map. The fact that the £-plane P does not belong to P[s] implies 
that there are points xi, yi in St(s, M) such that q(xi) = q(yi). By the lemma 
of 3.5, we may, without loss of generality, assume that Xi and yi both lie in 
St (5, M). 

SUBLEMMA. There exist points x and y in St(5, M) such that q(x) = q(y), 
and the maps q: St(x, M) —> H, q: St(y> M) —> H are one-to-one. 

Proof. If (.Xi, 3>i) is not such a pair, let us assume that q: St(xi, M) —> H is 
not one-to-one. Thus, we have points x2 and y2 in St(xi, M), such that 
q{x2) = 3(3^2). Again, if (x2} y2) is not the desired pair of points, assume that 
q: St (x2, M) —> H is not one-to-one. Let Xi belong to the simplex h of St (5, M). 
Then, the dimension of h is less than n. (For, if the dimension of h is n, then 
St(xi, M) = tu and by the lemma of 3.4, the map q is one-to-one on tu which 
is a contradiction.) Now the point x2 belongs to a simplex t2, which has ti as 
a face. Again, we see that the dimension of t2 is less than n. The simplex t2 is 
not the simplex h. (For, if it were, then St(xi, M) = St(x2, M). This, together 
with the fact that q(x2) = q{y2), would imply that on the simplex t containing 
y2 which has h as a face, the map q: t-^>H is not one-to-one. This would 
contradict the lemma of 3.4.) Hence we have that the dimension of h is 
strictly less than the dimension of t2 which is strictly less than n. This process, 
therefore, must eventually end with a pair of points (x, y) in St(s, ikf), such 
that the maps, q: St(x, M) —» H, q: St(y, M) —> H, are both one-to-one, and 
such that q{x) = q(y)f which is the statement of the lemma. 

From this lemma, and the lemma of 3.5, the images under the map q of 
St(x, M) and St (3̂ , M) are open sets in H which intersect. Thus, there exist 
two w-simplices, sk and s7 of St (5, M), containing points zk and zr, respectively, 

https://doi.org/10.4153/CJM-1969-125-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1969-125-6


1158 H. PUTZ 

such that q(zk) = q{zr). Hence, the vector zk — zT lies in the £-plane P. Thus, 
sk — sr is a neighbourhood of zk — zr in the plane Hk + Hr. Recall that Hk 

and Hr are the w-planes determined by the ^-simplices sk and sr, respectively. 
The dimension of Hk + Hr is n + 1. (This is because the embedding of M 
in Rn+P is of local codimension 1, so that by the remark of 1.6, the intersection 
of Hk and Hr has dimension greater than or equal to n — 1. This dimension 
cannot be equal to n, since then, the sum of Hk and Hr would equal either, say 
Hk, then, the fact that the ^-plane P belongs to Q[s] would imply by the 
corollary of 2.5, that the intersection of P and Hk + Hr is zero. This contradicts 
the fact that this intersection contains the vector zk — zr. Actually, we only 
require in the remainder of this proof that Hk + Hr have dimension greater 
than n, so that our hypothesis that the embedding of M in Rp+n be of local 
codimension 1 is not crucial here. We leave it to the reader to verify this.) 

Now choose a basis ei, . . . , ep+n of Rp+n such that: ep = zk — zTy the vectors 
0i, . . . , ep span the ^-plane P , and the vectors ep, . . . , ep+n span Hk + Hr. 
(We note that P + Hk + Hr = Rp+n, because of the fact that P belongs to 
Q[s] implies, by the corollary of 2.5, that P + Hk = Rp+n.) 

Let / : Rpn —> Gn,p be defined by f(a) = P(a), where P(a) is the p-plane 
spanned by the vectors Ri(a) = £ cufii, i = 1, . . . , p, j — 1, . . . , p + n. 
(Recall that we identify points a in Rpn with p X (p + n) matrices A = (ai3)y 

whose first ^-columns form the p X p identity matrix.) Now Rp(a) = ep + 
H apfîj, j = P + 1> • • • » ^ + w, and therefore Rp(a) belongs to iJ* + Hr. 
Choose the points a in Rpn sufficiently near the origin to ensure that Rp(a) will 
lie in the neighbourhood sk — sr of ep = zk — zr in Hk + Hri and also close 
enough to ensure that the ^-plane P(a) lies in the open set Q[s], Thus P(a) 
contains a vector zk — z/, where zk belongs to the simplex sk, and z/ belongs 
to the simplex sr. Hence, by the remark of 3.6, P(a) belongs to the set 
Q[s] — P[s], which proves the theorem of 3.8. 

3.9. Proof of the theorem of 1.7. By the proposition of 3.7, the set P[s] is open, 
and it is a subset of Q[s] by the lemma of 3.2. I t is non-empty by the remark 
of 1.4. By the theorem of 3.8, Q[s] — P[s] is open in Q[s]. Since, by the 
theorem of 3.3, Q[s] is connected, it follows that P[s] = Q[s]. Thus, by the 
theorem of 3.3, P[s] is contractible and open in Gn,p. 

Added in proof. 

3.10. THEOREM. Let Mn be a non-bounded combinatorial manifold which has 
a locally normal embedding of local codimension 1 in Rn+P. Let g,h: M —>Gn,p 

be two transverse fields and let M(g) and M{h) denote the resulting differential 
structures on M which are compatible with its given combinatorial structure. 
Then M(g) is diffeomorphic to M(h). 

Proof. Since the sets P[s] are contractible, it is easy to see that the two 
transverse fields g and h are transversely homotopic. That is, there exists a 
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homotopy F: M X I —>Gn,p such that F0 = g, Fi = h, and Ft: M —>Gn,v is 
a transverse field. The theorem then follows from (9, Theorem 1.11). 
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