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Abstract

In this paper we introduce Lévy-driven Cox point processes (LCPs) as Cox point processes
with driving intensity function A defined by a kernel smoothing of a Lévy basis (an
independently scattered, infinitely divisible random measure). We also consider log Lévy-
driven Cox point processes (LLCPs) with A equal to the exponential of such a kernel
smoothing. Special cases are shot noise Cox processes, log Gaussian Cox processes,
and log shot noise Cox processes. We study the theoretical properties of Lévy-based Cox
processes, including moment properties described by nth-order product densities, mixing
properties, specification of inhomogeneity, and spatio-temporal extensions.
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1. Introduction

Cox point processes constitute one of the most important and versatile classes of point
process models for clustered point patterns [12], [13], [29], [31], [32], [41]. During the last
decades, several new classes of Cox point process models have appeared in the literature,
e.g. shot noise Cox processes defined by means of generalized gamma measures [5], log
Gaussian Cox processes [9], [33], and shot noise Cox processes [28]. These models share
some common properties and differ in others, depending on how the driving intensity measure
of the Cox process is constructed. One of the aims of this paper is to introduce a unified
framework which is able to include all the different models mentioned above, thereby allowing
us to show the models in a new light, investigate their relationships, and define further natural
extensions.

The starting point for us will be the notion of a Lévy basis L, an independently scattered,
infinitely divisible random measure. The short terminology of a Lévy basis has been introduced
in [2] and [3]. Independently scattered, infinitely divisible random measures have been studied
in detail in [36]. Lévy bases include Poisson random measures, mixed Poisson random
measures, and Gaussian random measures, as well as the so-called G-measures [5]. Thus,
having in mind the construction of the shot noise Cox processes, the second step in defining
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the driving intensity A of the Cox process should be a kernel smoothing of the Lévy basis

AE) = /k(s, WL(dn).

where k is a kernel (weight) function. By this we arrive at the definition of the Lévy-driven
Cox processes (LCPs), i.e. Cox processes with the random driving intensity function defined
by an integral of a weight function with respect to a Lévy basis. This construction has been
discussed by Wolpert [48] under the name of Lévy moving average processes; see also [49]
and [50]. It will be shown that LCPs are, under regularity conditions, shot noise Cox processes
with additional random noise.

Furthermore, it is also possible to define the driving intensity as the exponential of a kernel
smoothing of a Lévy basis (now allowing for nonpositive weight functions and nonpositive
Lévy bases), thus, arriving at the log Lévy-driven Cox processes (LLCPs). It will be shown
that LLCPs have, under regularity conditions, a driving field of the form A = AjA;, where
A1 and A, are independent, A is a log Gaussian field, and A» is a log shot noise field. The
latter process may describe clustered point patterns with randomly placed empty holes.

Shot noise Cox processes, log Gaussian Cox processes, and log shot noise Cox processes
will appear as natural building blocks in a modeling framework for Cox processes. Different
types of combinations of the building blocks (corresponding to thinning and superposition) will
be discussed in the present paper.

Having defined the framework, the second aim of this paper is to study the theoretical proper-
ties of Lévy-based Cox processes, including moment properties described by nth-order product
densities, mixing properties, specification of inhomogeneity, and spatio-temporal extensions.

Examples where the new models are needed already appear in the literature. In [47] an LCP
(Cox process with additional random noise) is used in the modeling of a tropical rain forest.
In[13, pp. 92-100] a point pattern from forestry is described by a shot noise Cox process thinned
by arandom field, taking unexplained large-scale environmental heterogeneity into account. If
this field is log Gaussian, the resulting process is one of the combinations of LCPs and LLCPs
to be described in the present paper. In the very recent review paper [32], a tropical rain forest is
modeled by inhomogeneous shot noise Cox processes, obtained by thinning of a homogeneous
shot noise Cox process with a log-linear deterministic field depending on explanatory variables.
If the deterministic field is substituted with alog Gaussian field, we again arrive at a combination
of an LCP and an LLCP.

The present paper is organized as follows. In Section 2 we give a short overview of the
theory of Lévy bases and integration with respect to such bases. In Section 3 we recall standard
results about Cox processes. In Sections 4 and 5 we introduce and study the Lévy-driven Cox
processes and the log Lévy-driven Cox processes, respectively. Combinations of LCPs and
LLCPs are discussed in Section 6, while inhomogeneous LCPs and LLCPs are considered in
Section 7. We conclude in Section 8 with a discussion.

2. Lévy bases

This section provides a brief overview of the general theory of Lévy bases, in particular, the
theory of integration with respect to Lévy bases. For a more detailed exposition, see [2], [36],
[40], and the references therein.

Let R be a Borel subset of R?, let B(R) be the Borel sets contained in R, and let 4 be the
8-ring of bounded Borel subsets of R.
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Following [36], we consider a collection of real-valued random variables L = {L(A), A €
A} with the following properties:

e for every sequence {A,} of disjoint sets in 4, L(Ajy),..., L(A,),... are indepen-
dent random variables and L(Un Ay = Zn L(A,) almost surely (a.s.) provided that
U, An € A,

e forevery A in 4, L(A) is infinitely divisible.

If L has these properties, L will be called a Lévy basis; cf. [2]. If L(A) > 0 for all A € A,
L is called a nonnegative Lévy basis.

For a random variable X, the logarithm of the characteristic function, log E(e!"X), will be
called the cumulant function and will be denoted by C(v, X). This notation has been used
in [2], where the terminology of a Lévy basis was introduced. When L is a Lévy basis, the
cumulant function of L(A) can, by the Lévy—Khintchine representation, be written as

C(v, L(A)) =iva(A) — %vzb(A) + / eV —1—ivr 1—1,1(r)Ur, A), (1)
R

where a is a o -additive set function on A, b is a measure on B (R), and U (dr, A) is ameasure on
B(R) for fixed dr and a Lévy measure on B(R) for each fixed A € B(R),i.e. U({0}, A) =0
and fR(l ArHU(dr, A) < oo, where ‘A’ denotes the minimum. In fact, U is a measure on
BR) x B(R); cf. [36, Lemma 2.3]. This measure is referred to as the generalized Lévy
measure and L is said to have characteristic triplet (a, b, U). If b = 0 then L is called a Lévy
jump basis; if U = 0 then L is a Gaussian basis; see the examples below. A general Lévy basis
L can always be written as a sum of a Gaussian basis and an independent Lévy jump basis.
Note that the term iva(A) corresponds to a nonrandom shift of the values of L. The nonrandom
shift may be included in the Gaussian component or in the jump component of the Lévy basis,
or may be shared amongst them.

Let |a| = at + a~. Then there exists a unique nonnegative measure p on B(R) satisfying

w(A) = |al(A) + b(A) + / 1na r2)U(dr, A) for A € A;
R

cf. [36, Proposition 2.1, Definition 2.2]. We will call u the control measure. In [36, Lemma 2.3]
it was shown that the generalized Lévy measure U factorizes as

U(dr, dn) = V(dr, n)u(dn), @

where V (dr, n) is a Lévy measure for fixed . Moreover, a and b are absolutely continuous
with respect to u, i.e.

a(dn) = a(m)u(dn), b(dn) = b(m)u(dn), 3)

and, obviously, |a|, b <1 pu-as.
Let L'(n) be a random variable with the cumulant function

1 - .
C(v, L'() = iva(n) — Evzb(n) + /R(ewr — I —ivr 1 y(r)HVdr, n). “)

Then, we obtain the representation

C(v, L(A)) :/AC(v, L' () (dn). (&)
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The random variables L’(n) will play an important role in the following and will be called spor
variables. Note that L’(n) characterizes the behavior of L at location 5. For later use, note that
if E(L'(n)) and var(L'(n)) exist then

E(L'(n) = a(n) + / V@,

[—-1,1]
var(L' () = b(n) + f r2vdr, n).
R

By (1)-(3), it is no restriction in generality if, for modeling purposes, we only consider Lévy
bases with characteristic triplet (a, b, U) of the form

a(dn) = a,(mv(dn), (©6)
b(dn) = by, (nv(dn), @)
U(dr, dn) = V,(dr, n)v(dp), ®)

where v is a nonnegative measure on B(R), a,: R — Rand b, : R — [0, co) are measurable
functions, and V, (dr, n) is a Lévy measure for fixed n. The random variable satisfying (5),
with u replaced by v, will be denoted by L',(n). For simplicity, we write L/ AU L'(n),
a, =a, bu = b, and Vu(dr, n) = V(dr, n). If Vv, ), ay(n), and b, (n) do not depend on 7,
neither does the dlstrlbutlon of L, () and the Lévy basis L is called v-factorizable. If, moreover,
the measure v is proportional to the Lebesgue measure, L is called homogeneous and all the
finite-dimensional distributions of L are translation invariant.

Now let us consider the integration of a measurable function f on (R, B(R)) with respect
to a Lévy basis L. The function f is said to be integrable with respect to L (cf. [36]) if there
exists a sequence of simple functions f,, converging to f p-almost everywhere and such that
[ 4 fu dL converges in probability as n — oo forall A € B(R). The limit is denoted [, f dL.
The integral of a simple function f,, = 21;21 xj1 A with respect to L is defined in the following
obvious manner:

k
/ fodL = ijL(A nA"M.
A 4
The following lemma gives conditions for integrability and characterizes the distribution of the
resulting integral.

Lemma 1. Let f be a measurable function on (R, B(R)), and let L be a Lévy basis on R
with characteristic triplet (a, b, U). If

@) [z |fllal(dn) < oo,
(i) [n f(0)?b(dn) < oo, and
(i) [ [g 1S r|V(dr, n)u(dn) < oo,

then the function f is integrable with respectto L and f g JAL isawell-defined random variable
with the cumulant function

1
c<v, / de)=iv / Fatdn) - 5v? f F?b(dn)
R R R

+ [R /R @D 1 i fyor Loy (M Vr . ©)
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Proof. 1t suffices to check that the regularity conditions of [36, Theorem 2.7] are satisfied
under the assumptions of Lemma 1. More specifically, we need to check that

@ [ hC(f), mu(dn) < oo,
(b) [ f(m)*b()u(dn) < oo, and
©) [o(fzmin{l, (*f())?}V dr, n)u(dn) < oo,

where
B, 1) = udic (7) + /R (2(ru) — uz )V (dr ).
Here .
t(r) =rl_1 )+ o 1y qc(r)
and

i () = a(n) +/ Zvdr.m.

[—1,11¢ 17|

To prove (a), note that |t (ru)| < |ur|. Therefore,

lh(f (), mI < |f (max ()] +2/R|f(77)r|V(dr, ).

Using (i) and (iii) of Lemma 1, it follows that

[ e minan < [ 1ropaoniuan +3 [ [ 1oy an pun < .
R R R IR
Condition (b) is the same as (ii) and (c) follows from (iii) and the fact that

min{1, (rf (1)*} < |rf ().
This completes the proof.

The conclusions of Lemma 1 hold under weaker assumptions; see [20, Proposition 5.6]
or [36, Theorem 2.7]. The assumptions of Lemma 1 are simple to check and suffice for our
purposes. Hellmund [20] also contains new selfcontained proofs of a number of other results
concerning integration with respect to a Lévy basis.

Using (4), we can rewrite (9) as

C(v, / de) - / Cf (). L'(m)u(dn).
R R

The logarithm of the Laplace transform of a random variable X will be called the kumulant
function and denoted by K (v, X) = log E(e™¥X) for v € R, in accordance with the notation
used in [2]. If the kumulant function of the integral f P dL exists then

K(U,/Rde) = [RK(vf(n),L/(n))u(dn)- (10)
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Example 1. (Gaussian Lévy basis.) If L is a Gaussian Lévy basis with characteristic triplet
(a,b,0) then L(A) is N(a(A), b(A))-distributed for each set A € . If (6) and (7) hold, we
obtain L!,(n) ~ N(ay,(n), by(n)). Furthermore,

1
c(v, / de)=iv / Fnatanm — 307 / F)2b(dn).
R R R

/ de~N< / f(ma(dn), / f(n)zb(dn))
R R R

The basis is v-factorizable when a,, and l;,, are constant. A concrete example of a Gaussian
Lévy basis is obtained by attaching independent Gaussian random variables {X;} to a locally
finite sequence {7;} of fixed points and letting

It follows that

L(A) = Z X;, A € A.
ni€A

Another example of a Gaussian Lévy basis is the white noise process; cf., e.g. [24, Section 1.3].

Example 2. (Poisson Lévy basis.) The simplest Lévy jump basis is the Poisson basis for which
L(A) ~ Po(v(A)), where v is a nonnegative measure on B (R). Clearly, L is a nonnegative
Lévy basis. This basis has characteristic triplet (v, 0, §1(dr)v(dn)), where 8. denotes the Dirac
measure concentrated at c. Note that a, () = 1 and V,,(dr, n) = §1(dr). This basis is always
v-factorizable. The random variable L/, () has a Po(1) distribution.

Example 3. (Generalized G-Lévy basis.) A broad and versatile class of (nonnegative) Lévy
jump bases are the so-called generalized G-Lévy bases with characteristic triplet of the form
(a, 0, U) depending on a nonnegative measure v on B(R). The measures a and U satisfy (6)
and (8) with

r—Ol

1 —a
— ~ r _
Vo(dr,n) = 1r, (N3 e ?rdr  and av(n)=/0 ra—a® oo g,

(1—-a
where o € (—o0, 1), 8: R — (0, 00) is a measurable function, and I denotes the gamma
function. The class includes two important special cases: the gamma Lévy basis for « =
0 with L) (n) ~ T'(1,0(n)) and the inverse Gaussian Lévy basis for o« = % with L), (n) ~
1G(V/2, /26 (n)). If the function 6 is constant, 0(n) = 0, we find that L(A) ~ G(a, v(A), 6),
i.e. L is a G-measure as defined in [5, Section 2].

The following theorem is a special case of the Lévy—Itd decomposition. This theorem
will play a crucial role in the interpretation of some of the Lévy-driven Cox processes to be
considered in the subsequent sections.

Theorem 1. Suppose that the Lévy basis L has no Gaussian part (b = 0) and that its
generalized Lévy measure U satisfies the following conditions:

e U({(r,n)}) =0 forall (r,n) € R x R (U is diffuse),
* Ji111xa |r|U(dr, dn) < oo forall A € A.
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Then
L(A) = ap(A) +/ rN(dr, A), A € A,
R

where

ao(A) =a(A)—/ FUW@R A, Aca
[—1,1]

and N is a Poisson measure on R x R with intensity measure U.

The conditions of Theorem 1 are satisfied for a Poisson Lévy basis and a generalized G-Lévy
basis if v is a diffuse, locally finite measure on B(R).

3. Cox processes

Let S be a Borel subset of R, and suppose that {A(§): & € S}is anonnegative random field
which is almost surely integrable (with respect to the Lebesgue measure) on bounded Borel
subsets of S. A point process X on S is a Cox process with the driving field A, if conditionally
on A, X is a Poisson process with intensity A; cf. [11], [12], and [31]. The driving measure
A of the Cox process X is defined by

Am(B) =/BA($)d€, B € 8By(S),

where Bj(S) is the bounded Borel subsets of S.

In the following, the intensity function of X will be denoted by p(§) and, more generally,
™ (&) is the nth-order product density of X. It follows from the conditional structure of X
that o can be computed from A by

P E) = E(H A(a)), e
i=1

(for a proof, using moment measures, see, e.g. [12]). A useful characteristic of a point process
is the pair correlation function defined by

P 61.5)
P (ENPD (&)
provided that p(V(£;) > 0 fori = 1,2. (We let g(£1, &) = 0if pV (&) pV (&) = 0; cf. [31,
p- 31].) Note that, for a Cox process, the pair correlation function can be calculated as

E(A(&1,62))
E(AE) E(A(E)

It can be shown that a Cox process is overdispersed relative to the Poisson process, i.e.

g1, 8) = &1,5 €8,

g1, &) =

var(X (B)) > E(X(B)),

where X (B) denotes the number of points from X falling in B.
Examples of Cox processes include shot noise Cox processes (see [5], [28], and [49]) with
a driving field of the form
AE) = ) rk, m,

(r,med
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where k is a probability kernel (k(-, n) is a probability density) and @ is the atoms of a Poisson
measure on R x R, say. Concrete examples of probability kernels are the uniform kernel

k(. n =

1 =),
or R (0.81(I1E = nl)

where R > 0 and wg = 7%/%/ T'(14d/2) is the volume of the unit ball in R¢, and the Gaussian

kernel )
=l ) an

k&, n) = W“P( 252

where 62 > 0. Another important class of Cox processes are the log Gaussian Cox processes
(see [33]) driven by the exponential of a Gaussian field W,

A(§) = exp(¥(§)).

4. Lévy-driven Cox processes (LCPs)

4.1. Definition

A point process X on § is called an LCP if X is a Cox process with a driving field of the
form

A<s>=/ﬂk<s, DL@n),  Ees, (12)

where L is a nonnegative Lévy basis on R. Furthermore, k is a nonnegative function on § x R
such that k(§, -) is integrable with respect to L for each & € § and k(-, ) is integrable with
respect to the Lebesgue measure on S for each € R.

Note that, for each pair (k, L), it is always possible to construct an associated pair (k, L)
generating the same driving field A, where now k(-, ) is a probability kernel. We may simply

let
7 _ k(gv 77)

kg, n) = s and L(dn) = a(n)L(dn),

where

a(p) = /Sk(é, n) dé

is assumed to be strictly positive. In the formulation and analysis of the models it is, however,
not always convenient to restrict to probability kernels.

It is important to note that, from the nonnegativity of the Lévy basis L and [12, Theo-
rem 6.1.VI], we find that L is equivalent to a random measure on JR. Thus, the measurability of
A defined in (12) follows from measurability of k as a function of 1 and & and Tonelli’s theorem.
Therefore, A is a well-defined random field and (under the condition of local integrability; see
below) the driving measure f s N(E)dE, B € By(S), is also a well-defined random measure
determined by the finite-dimensional distributions of L.

It will be assumed that the function k and the Lévy basis L have been chosen such that A
is almost surely locally integrable, i.e. [ g A (§) d§ < oo with probability 1 for B € B5(S).
A sufficient condition for the last property is that (cf. [31, Remark 5.1])

/ E(A(§))d¢ < oo, B € 8,(S). (13)
B
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If L is factorizable then (13) is satisfied if the following conditions hold:
o
/ rv(dr) < oo,
1

/ / KE ) de < oo, B € By(S).
BJR

4.2. The nth-order product densities of an LCP

It is possible to derive a number of properties of LCPs, using the theory of Lévy bases
presented in Section 2. Below, the nth-order product densities, the generating functional, and
the void probabilities of an LCP are considered. In Proposition 1, below, (complete) Bell
polynomials, well known in combinatorics, are used; see [10].

E([ k(E,n)L(dn)> < 00
R

/ k&, nr)"V(dr, nu(dn) < oo forall§ € S.
R IR,

Proposition 1. Suppose that

and that

Then, the nth-order product density of an LCP is given by
n

1
PG, ) = Z(]‘[r,-)Bnm(r),...,Knm), ..., & €S,

teTy ~j=1

where T, denotes the set of all functions from {1, ..., n} to {—1, 1}, B, is the nth complete
Bell polynomial evaluated at

n J
Kj(t) = /Q <Z tik(&;, 77)) icj (L' (m)m(dn), Jj=1...,n,
R \i=1

and K j (L' (n)) is the jth kumulant moment of the spot variable L' ().

Proof. First we rewrite p (&1, ..., &,) = E(IT'_, A(&)), using the polarization formula
(cf. [15, p. 43])

E(H A(&)) = znln‘ Z(]‘[ zi) E<Z riA(éi)) : (14)
i=1 i=1

T tel, Ni=1

The terms 0
E (Z t A(&))
i=1

can be computed by evaluating the nth complete Bell polynomial in the first » camulants of
Y iNE) = [z 2i; tik(§, n)L(dn). Thus, we have

E(Z r,-A(s,-)) = By (k1(0), ..., kn (1)),
i=1
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where «; () is the jth cumulant of

| X ke .
Ri=1

Under the assumptions of the proposition, « ; () can be calculated by differentiating (10) j times
with f(n) = Y7, t;k(&;, n). We obtain

n J
(1) = /Q (Z ik (&, n)) iej (L' (m)pe(dn).
R \i=1
Note that )
n J
E(/Ran@i,n)udn)) <o
i=1

and

n J
// <§ tik(Si,n)) Vdrnmudn) < oo, j=1,....m,
R Jr,

i=1
under the assumptions of the proposition. This completes the proof.

Corollary 1. Suppose that k(&, -) satisfies the assumptions of Lemma 1 for each & € S. Then
the intensity function of the LCP exists and is given by

p@) = ék(é, M EL (m)u(dn) forall§ €S. (15)

2
E(/ﬂk(é,n)L(dn)) <00

/ /(k(é, mr)2V(dr, nu(dn) < oo foreach € € S,
R JR

Furthermore, if

and

the pair correlation function of the process exists and is given by

S k(& mk(Z, n) var(L'(n))u(dn)
p(E)p(&)
Proof. The result follows from Proposition 1, using the fact that the first and second

complete Bell polynomials are given by Bi(x) = x and By(x1, x3) = x% + x». Also, recall
that k1 (L' (1)) = E(L'(n)) and k2 (L' (1)) = var(L'(n)).

g, 0)=1+ forall, ¢ € S. (16)

Corollary 2. (Stationary LCP.) Let S = R = RY, and assume that k is a homogeneous kernel
in the sense that

k(g,n) =k(& —n) forallE, neR.

Let [ k(n) dn = «. Assume that L is a homogeneous Lévy basis with control measure j1(dn) =
cdn for some ¢ > 0. Then (15) and (16) take the following simplified form:

var(L") I (& — &)
(ELN? ¢

k]

p=cEWL)a, gE)=1+
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FIGURE 1: Examples of realizations of homogeneous LCPs with Poisson (left), gamma (middle), and
inverse Gaussian (right) Lévy bases. For details, see the text.

where Iy depends only on the kernel k,
L(c — ) = / k(¢ —§ er mk () dn.
R4 o

Note that the fraction var(L’)/(E(L’))? is equal to 1/E(L"), 1, and E(L’) for the Poisson,
gamma, and inverse Gaussian bases, respectively. The choice of the Lévy basis substantially
changes the correlations in the LCP and the overall variability in the point pattern even when
the corresponding LCPs are stationary and all other parameters of the model are the same. As
an illustration, Figure 1 shows three stationary LCPs observed on a [0, 100] x [0, 200] window
with ¢ = 0.003, E(L") = 2, and a Gaussian kernel obtained as 10 times kernel (11) with
o = 4. The spot variable L’ is distributed as E(L’) times a Po(1)-distributed variable, as a
(1, E(L"))-distributed variable, and as an IG(1, 1/ E(L"))-distributed variable, respectively.
From left to right in Figure 1, an increasing irregularity is clearly visible.

The distribution of a point process X on § can be characterized by the probability generating
functional G x. This functional is defined by

Gx(u) =E(H u(E))

EeX

for functions u: S — [0, 1] with {§ € S: u(§) < 1} bounded. As proved, for example, in [12],
the probability generating functional of a Cox process can be computed by

Gxu) = E(exp(—fsa - u(é))A(é)dé)).

Void probabilities can be calculated as

v(B):=P(XNB=0) = E(exp(—/ A(g)dg)), B e B(S).
B
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Below, we give the expressions for Gy and v for an LCP.

Proposition 2. The probability generating functional of an LCP has the following form:

G ) = exp(— /R /Q(l - exp(— /S (1 — u@k(E, n)rds))wdr, an)
LI

- / f (1 — w(ENkE, n) déao(dm),
RJS

while the void probabilities are given by

v(B) :exp(—/}% /:R<1 —exp(—r/Bk(S, n)dé))U(dr, dn)

—/ /k(E,n)dSao(dn)) B € B,(S).
RJB

Proof. Since A(§) is almost surely locally integrable,

/S (1 — w(E)AE) & < /S Launp(1—u)(E)AE) d < 00 (17)

is a well-defined nonnegative random variable and its kumulant transform exists. (In (17) the
support of the function 1 — u is denoted supp(l — u).) Using the key relation (10) for the
kumulant function, we obtain

log(Gx (u)) = 10g<E<€XP<— /S(l - M(?E))A(é‘)dé)))
= K(l, /S(l - M(S))A(S)dif)

=K(1,/<1—u@)>/ K, n)L(dn)dS)
S R

_ K(l,/ (/(1 —WENKE, n)dE)L(dn)>
R S

= /R K(/S(l —u(§))k(&, n) d§, L/(n))u(dn)

__ f / (1 — u(&)k(E. n) déao(dn)
RJS

+/ / (exp(—/(l —u(é))k(é,n)rd§> - 1)V(dr, mu(dn).
R IR, S

The result for the void probabilities is obtained by choosing u(§) = 1pc(&). This completes
the proof.

4.3. Mixing properties

The following proposition gives conditions for stationarity and mixing of an LCP. Mixing
and ergodicity are important, for example, for establishing the consistency of model parameter
estimates, including nonparametric estimates of the nth-order product density o and the pair
correlation function g. Mixing [12, Definition 10.3.1] implies ergodicity [12, p. 341]. The case
of an LCP with G-Lévy basis has been treated in [5, Proposition 2.2].
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Proposition 3. Let S = R = R?, and assume that the Lévy basis L and the kernel k are
homogeneous. Then, an LCP with driving field A of the form (12) is stationary and mixing.

Proof. Note that a Cox process is stationary and mixing if and only if the driving field
of the Cox process has the same property [12, Proposition 10.3.VII]. Using the assumptions
of the proposition, it is easily seen that {A(£ 4+ x): & € RY} has the same distribution as
{A(&): &£ e RY) forall x € RY.

According to [12, Proposition 10.3.VI(a)], A is mixing if and only if

Lalhi + Tiha]l — Lalhilbalhz]  as x| — oo.

Here, k1 and /5 are arbitrary nonnegative bounded functions on R of bounded support, L is
the Laplace functional defined by

Lalh]l = E(GXP(— /Rd h(E)A(:‘E)dé)),

and Tyh(£) = h(& + x), £, x € RY. We obtain

Lalhy + Tihs]
- E(exp(— / f (11(8) + ha(& + )k(E — m)L(dn) ds))
]Rd Rd
=E(exp<—/ (/ hl(s)k(s—n)duf hz(é)k(s—n—xms)udn)))
R4 R4 R4
E(exp(— f fu(n)L(dn)) exp(— / ﬁz(n+x>L(dn>>>,
R4 R4

(o) = / hi(E)k(E — ) de.
Rd

If k has bounded support then we can find a C > 0 such that, for || x|| > C,

where

meRG:hi(m)>0n{neR: hh(n+x) >0} =02.
It follows that, for ||x|| > C,

Lalhy + Tehal = E(exp(— /R | ﬁl(n)udn))) E(exp(— /R , ha(n + x)L(dn)))

= La[h1]LAlhR2],

since L is independently scattered. If k does not have bounded support, we define a series of
functions with bounded support

kn(6 —n) = k(€ —m Loy (1§ —nl),  n=12,...,

that converges monotonically from below to k. It follows that fzi, » defined by

Fin(n) = /R hi(E)ka(€ ) &
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converges monotonically from below to h i (n) and, for fixed n, we can find a C,, such that, for
Ixll > Ca,

E(exp(— /R , ﬁl,n(n)L(dm) exp(— [R o+ x)L(dn)))
= E(exp(— /R ) fn,nm)L(dn))) E(exp(— /R ) o (n + X)L(dn)>>-

Using the reasoning just after [12, Proposition 10.3.VI], it follows that
Lalhi + Tiha]l — Lalhi]Lalh2]
for the original functions /1 and %;. This completes the proof.

4.4. Examples of LCPs

4.4.1. Shot noise Cox processes with random noise. Under the assumptions of Theorem 1, the
driving field of an LCP takes the form

AE) = /Qk(s,mao(dnw 3 k). (18)
N

(r,n)ed

where @ is the atoms of a Poisson measure on Ry x R with intensity measure U. An LCP
X with such a driving field is distributed as a superposition X; U X, where X and X, are
independent, X is a Poisson point process with intensity function

p16) = [ k& mantan.
R
and X is a shot noise Cox process as defined in [28] with driving field

A& = Y rk(, ).

(r,med

An LCP with driving field A of the form (18) is therefore a shot noise Cox process (SNCP)
with additional random noise. Simulation of the associated Lévy basis can be performed, using
the algorithm introduced in [16], if L is factorizable, otherwise the algorithm developed in [50]
may be used (see also [46]). A third option is the method used in [28]. An overview of available
methods of simulating Lévy processes can be found in [39].

For ap = 0, we obtain the familiar SNCPs. In [28] three specific examples of stationary
SNCPs are considered. Using the notion of a Lévy basis, they are specified by U (dr, dn) =
V(dr, n)v(dn), where v(dn) o dn, and one of the following conditions.

e Visconcentrated inasingle pointc > 0,i.e. V(dr) = é.(dr). If c = 1, the corresponding
Lévy basis is Poisson. If ¢ # 1, L(A) ~ cPo(v(A)). LCPs of this type are the well-
known Matérn cluster process [25] and the Thomas process [42].

e V((0,00)) < oco. In this case,  can be represented as a marked Poisson point process.
Examples of LCPs with such a Lévy basis are the Neyman—Scott processes; cf. [34].

r—oz—l or
V(dr) = 1R+(r)me o dr

corresponding to a G-Lévy basis. The resulting LCP is a so-called shot noise G-Cox
process [5].
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FiGURE 2: Example of an SNCP with extra noise. For details, see the text.

In Figure 2 we show an example of an SNCP with a homogeneous Poisson process (ag
is proportional to the Lebesgue measure) with additional random noise. More precisely, the
process X = X1 U X3 is defined on [0, 200] x [0, 100], X is a Poisson process with intensity
0.01, and X» is an SNCP with Gaussian kernel (11) with ¢ = 2 and an intensity measure U of
the form U (dr, dn) = §25(r)0.0025 dn. The process X is thereby a Thomas process.

4.4.2. LCPs driven by smoothed discrete random fields. We suppose that {n;} is a locally finite
sequence of fixed points, and let
L(A) =) X,
N €A

where {X;} is a sequence of independent and identically distributed nonnegative random
variables with infinitely divisible distribution. If, for instance, X; is gamma or inverse Gaussian
distributed then L is a special case of a gamma or inverse Gaussian Lévy basis, respectively.
The driving intensity of the associated LCP will take the form

AE) =) kE )X

ni

5. Log Lévy-driven Cox processes (LLCPs)

5.1. Definition

A point process X on S is called an LLCP if X is a Cox process with intensity field of the
form

A§) = eXp(/Q k(. n)L(dn)>, 19)
B

where L is a Lévy basis and k is a kernel such that k(&, -) is integrable with respect to L for
each & € §, k(-, n) is integrable with respect to the Lebesgue measure on S for each n € R,
and A is almost surely locally integrable.

Since the driving intensity field of an LLCP is always nonnegative because of the exponential
function, we can generally use kernels and Lévy bases which also have negative values.
Moreover, using the Lévy—Khintchine representation, (1), we see that each Lévy basis L is
equal to a sum of two independent parts—a Lévy jump part (let us denote it by Lj) and a
Gaussian part (let us denote it by Lg). Thus, we can represent the driving intensity of an LLCP
as a product of two independent driving fields:

AE) = eXp(/R k(. n)LJ(dn)> eXp(/R k(. n)Lc(dn)> = Aj(§)Ac(5).
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If Ly = 0, A is the driving field of a log Gaussian Cox process [9], [33]; if Lg = 0, A is,
under regularity conditions, the driving field of a log SNCP (see the examples in Section 5.4,

below).

Because of the exponential function in the definition of A (£), stronger conditions on k and
L are needed in order to ensure that A is almost surely locally integrable. A sufficient condition
is that the kumulant transform K (—k(&, n), L'(n)) exists for all ¢ € S and n € R, and that

/ eXP(/ K(—k(g, ﬂ),L’(n))M(dn)> d§ <oo forall B € B,(S).
B R

(20)

This result follows from the definition of the kumulant function and from the key relation (10)

for the kumulant transform. In particular, we use

E(A)) = eXp<K<1, —[Rk(é, n)L(dn))> = eXp(/ﬂ K(—k(&, n), L’(n))u(dn))

Note that y
K(—k(&,n), L'(n) = k&, man) + k&, n)*bn)

L+ / @ EMT 1 k&, mr 1_1. (M) V (dr, ).
R

If L is factorizable then (20) is satisfied if either there exist B > 0, C > 0, and D > 0 such

that

k&, n)| <C forall§ €S, neR,

/ k&, m)iudn) <BD', i=12... €8,
R
/R(eWVD)"' —1—(CVD)r|1_1.q(M)V(dr) < oo,

or there exist C > 0 and R > 0 such that

k&, n)| < C forallé € S, n e R,
k(g,m) =0 for|§—n| > R,
u is locally finite,

/R(eclr‘ — 1= Clr|Lj—1.11(")V(dr) < oo.

21

(22)

(23)

(24)
(25)

(26)

Note that (21) and (22) are satisfied for the Gaussian kernel if u is the Lebesgue measure,
while (24) and (25) hold for the uniform kernel. In the case of a purely Gaussian basis, (22) is

needed only for i = 2 and conditions (23) and (26) are trivially satisfied since V = 0.

5.2. The n-th order product densities of an LLCP
The nth-order product densities of LLCPs are easily derived, using Lévy theory.

Proposition 4. The nth-order product density is given by

P E) = exp(fq K(—Zk(&, m, L’(n))u(dn)), El,.... & €S,
4 i=1

provided that the right-hand side exists.
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Proof. The formula follows directly from the definition of the kumulant function and from
the key relation (10). We obtain

P, ) = E(]‘[ A(&-))
i=1

_ E(exp(z | v n)L(dn))>
i=1

- exp(K(l, - Z/ k&, n)L(dn)>>
i=1 7R
= eXP([R K(— > k(). L’(n))u(dn)>.
i=1

Corollary 3. The intensity function of an LLCP X is given by

p&) = eXP([R K(—=k(&,n), L/(U))M(dﬁ)>,

provided that the right-hand side exists. When the second-order product density exists, the pair
correlation function of an LLCP takes the following form:

g, o) = eXp</Q[K(—k(S, n) — k¢, n), L'(n))
oF
— K(—k&,m, L' (m) — K(—k(, n), L’(n))]u(dn))
= ew(/ﬂ k(&, mk(¢, n)b(dn)

n / / (ekEMHKEIIr _ k€ _ kEr 4 1)y (dr. ) M(dn)>-
RJIR

Corollary 4. (Stationary LLCP.) Let § = R = R?. Assume that k is a homogeneous kernel
and that L is a homogeneous Lévy basis with u(dn) = cdn for some ¢ > 0. Then,

o= exp(c/ K(=k(m), L") d’l)
R4

and
€.y = exp(be [ ke = ¢+ mikeay
te / / (WE—CHM I _ KE—Ctr _ kO L 1y (dr) dn)-
R4 JR

5.3. Mixing properties

Proposition 5. Ler S = R = R?, and assume that the Lévy basis L is homogeneous and that
the kernel k is homogeneous. Then an LLCP with driving field of the form (19) is stationary
and mixing.
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Proof. As in the proof of Proposition 3, we immediately obtain the stationarity. The method
of proving mixing has to be modified compared to the one used in Proposition 3. First, rewrite

Lalhi + Tiho] = E<exp<—f h1(§)exp</ k(g — n)L(dn)) dé)
Rd Rd

X exp(— /Rd ho (& —l—x)exp(/Rd k(& — n)L(dn)) dé))

= E(ABy),

say. If k has bounded support, A and B, will be independent if ||x|| is large enough. If k£ does
not have bounded support, we use a series of functions k, with bounded support that converges
to k. To be precise, let, as in Proposition 3,

kn(u) = k(u) Lo (lul),  ueRY,
n=1,2,.... Wehave k, — k and |k,| < |k|. Now, let

An=exp(— / hl@exp(/ kn(é—ﬂ)L(dn)>dE>

R4 R4

Bx,n=exp(— / h2(§+x)exp</ kn(E—n)L(dn))dé?)-
]Rd ]Rd

Note that 0 < A, A,, By, Bx,, < 1. Now, consider the following inequality
|E(ABy) —E(A) E(By)|
< |EB(ABy) —E(ABy )| + |E(ABy n) — E(A; By 1)
+ |E(An By n) — E(An) E(By )| + | E(Ay) E(By ) — E(An) E(By)]
+ |E(A,) E(By) — E(A) E(By)|
= 81xn + 82xn + 83xn + S4xn + 85xn,

and

say. Let us evaluate each of these five terms. Using the facts that 0 < A < 1 and L is

homogeneous, we obtain
S1xn = | E(A(By — Bx,n))|

< E(Ale - Bx,n|)
< E(IBx — Bxul)
= E(|Bo — Bonl)-

Now, since k,, — k and |k, | < |k|, where k is L-integrable, it follows that

/ kn(§ —n)L(dn) —>/ k(& —n)L(dn) as.
R4 R4

We can therefore find 77 (not dependent on x) such that, for n > ny, 81, < €, say. Using the
same type of arguments, we can find n,, n4, and ns such that, forn > n;, 8;x, < ¢, i =2,4,5.
Now choose a fixed n > max(ny, ny, nq4, ns) and consider

83xn = |E(Aan,n) - E(An) E(Bx,n)|-

Using the previous results for bounded functions of bounded support, we finally find a constant,
C > 0, such that, for x with ||x|| > C, we have 835, < €. This completes the proof.
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5.4. Examples of LLCPs

5.4.1. Log shot noise Cox processes (LSNCPs). Under the assumptions of Theorem 1, the
driving field of an LLCP takes the form

AE) = eXp(d(S) + Y rke, n)),

(r,n)ed

where d (&) is a deterministic function and & is the atoms of a Poisson measure on R x R with
intensity measure U. Such a process is called a log shot noise Cox process (LSNCP).

It is important to realize that SNCPs and LSNCPs are quite different model classes. An
SNCP X with a driving field of the form

NGEN PRI

(r,med

is a superposition of independent Poisson processes X, (r,n) € ®, where X, has
intensity function rk(-, n). (The process {n: (r,n) € ®} is usually called the center process
(although it is not necessarily locally finite) while X, ;) is called a cluster around 5.) The
presence of a particular cluster X, ,) will not affect the presence of the other clusters.

In contrast to this, the driving field of an LSNCP takes the form

A(§) = exp(d(§)) l—[ exp(rk (&, n)).

(r,n)ed

A cluster X, ) with negative, numerically large values of rk(-, n) will very likely contain zero
points and, moreover, wipe out points from other clusters in the neighborhood of 1. In the
resulting point pattern, empty holes may therefore be present. Examples of such point patterns
are shown in Figure 3. Here, {n} is a homogeneous Poisson process on [0, 100] x [0, 200] with

FIGURE 3: Examples of LSNCPs. Note the circular empty holes in the point patterns. For details, see the
text.
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intensity ¢ = 0.003, V(dr) = %81(r) + %8_1(r), and the kernel is k(&) = 1(|&] < R) (left
plot) and k(£) = (1 — |£3/R?) 1(|€| < R) (right plot), with R = 10.

5.4.2. Log Gaussian Cox processes (LGCPs). In this subsection we consider LLCPs with a
driving field of the form

A§) = GXP</Q k(. n)L(dn)), 27)
B

where L is a Gaussian Lévy basis.

Clearly, the resulting process is an LGCP [9], [33]. If k and L are homogeneous, the process
is stationary. In this case the random intensity function A (£) is well defined for all £ € R and
almost surely integrable if

k() < C, £eR? and / k(€)?dé < oo. (28)
Rd
The covariance function of the Gaussian field
w(&) =/ k(& —n)L(dn)
Rd
takes the form
cov(W(é1), V(&) = /Rd k(& — & +mk(m dn = c(&1 — &),

say. Note that, under (28), c is integrable. Under the mild additional assumption that the set of
discontinuity points of k£ has Lebesgue measure 0, ¢ is also continuous. In Proposition 6, below,
we show that any stationary LGCP with a continuous and integrable covariance function can
indeed be obtained as a kernel smoothing (27) of a Gaussian Lévy basis. The proposition is a
generalization of a result mentioned in [21].

Proposition 6. Any stationary Gaussian random field with continuous and integrable covari-
ance function can be generated by a kernel smoothing of a homogeneous Lévy basis.

Proof. Let {¥(£): & € R?} be an arbitrary stationary zero mean Gaussian field. Let
c(&1,&) = c(&1 — &) denote its covariance function, which is a function of £ = & — &
due to the stationarity. Since c is continuous and positive definite, it follows from Bochner’s
theorem that

c(€) = / e (i)
Rd

for some nonnegative measure t. Since c is integrable and symmetric, T has a symmetric
density f, which can be found using the inverse Fourier transform. Here +/ f is continuous and
a member of L2 (Rd). Note that, for a symmetric function defined on R, the Fourier transform
and its inverse are the same up to multiplication/division with the constant (27)%/2.

By the convolution theorem for the Fourier(—Plancerel) transform, we obtain

(T+V7) =v7 V7 =1

thus, -
o VI *T® = c@).

Set k = /f , and let L denote a homogeneous Lévy basis with characteristic triplet (0, 1, 0).
Then, since the covariance function for [ k dL is equal to k * k, our proof is complete.
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In [33, Theorem 3], conditions for ergodicity are given in the special case of a station-
ary LGCP. Note that, under (28), c(§) — O for ||§|| — oo and the conditions for ergodicity
stated in [33, Theorem 3b] are satisfied.

6. Combinations of LCPs and LLCPs
The driving field of an LLCP has the form

AG) = exp(/R k(g, U)LJ(dn)> exp(/R k(g, n)LG(dn)> = Aj(§)AG(E).

It seems natural to extend the model such that the kernels used in the jump part and the Gaussian
part do not need to be the same. We thereby arrive at Cox processes with a driving field of the
form

AE) = eXp(/ﬁ k&, n)LJ(dn))AG(S),

where Ag is an arbitrary log Gaussian random field.
If Lj satisfies the regularity conditions of Theorem 1, we obtain

A(E)=exp<d(5)+ > rk(é,n)+Y(§)>,

(r,n)ed

where d(§) is a deterministic function, & is the atoms of a Poisson measure with intensity
measure U, and Y is an independent Gaussian field.

A related model can be found in [37] for modeling the positions of offspring in a long-leaf
pine forest given the positions of the parents and information about the topography. The model
in [37] is formulated conditional on the positions 7 of the parents.

There are, of course, other possibilities for combining shot noise components and log
Gaussian components in the driving field than the one suggested above. For instance, if Lj is
a nonnegative Lévy jump basis, we may consider Cox processes driven by

AG) = ( /R k. n)LJ(dm)Ac(é)

= (/Qk(é‘,n)ao(dn)-f- Z rk(E,n))AG(S); (29)
B

(r,neN

cf. [45]. In [13, pp. 92-100], a Cox process model of the type described in (29) has been
considered, but with the Gaussian field replaced by a Boolean field. Such a model will be able
to produce shot noise point patterns with empty holes generated by the Boolean field.

7. Inhomogeneous LCPs and LLCPs

Mgller and Waagepetersen [32] suggested introducing inhomogeneity into a Cox process
so that the resulting process becomes second-order intensity reweighted stationary; see [1]
for details. In this section we describe four types of inhomogeneity. Only type 3 leads to
second-order intensity reweighted stationary processes.

We concentrate on SNCPs with ay = 0; cf. Section 4.4.1. The interpretation of the type of
inhomogeneity introduced may be facilitated by using the cluster representation of an SNCP X.
It is not necessary for the process of cluster centers (mothers) to be locally finite in order to use
this interpretation.
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Example 4. (Type 1.) The kernel is assumed to be homogeneous, k(&, n) = k(& —n), while the
Lévy basis satisfies V (dr, n) = V(dr) and v(dn) = cf (n) dn. If the function f is nonconstant,
mothers will be unevenly distributed (according to v), but the distribution of the clusters will
not depend on the location in the sense that the distribution of X, ;) — 1 does not depend on 7.

Example 5. (Type 2.) The kernel is assumed to be homogeneous, k(§, n) = k(§ — n), while
the Lévy basis satisfies V (dr, n) = V(d(r/ f(n))) and v(dn) = cdn. In this case the mothers
will be evenly distributed while the distribution of the clusters may be location dependent.
A model with (k, V) replaced by k(§, n) = k(§ —n) f(n) and V (dr, n) = V(dr) will result in
the same type of LCP.

Example 6. (Type 3.) The kernel is inhomogeneous of the form k(¢, ) = k(& —n) f (£), while
the Lévy basis is homogeneous, V (dr, n) = V(dr) and v(dn) = cdn. The resulting LCP will
be a location dependent thinning of a stationary LCP. This option has been discussed in [32]
and [44] with the following log-linear specification of the function f:

f (&) =expz(§)B).

Here, z(£) is a list of explanatory variables and S is a parameter vector. Note that type 2 and
type 3 inhomogeneities will typically have a similar appearance. The reason is that they can be
regarded as only differing in the specification of the kernel as either of the form

k(. m =k(@E —n)f(n) (type2)
or
k(§.n) =k(E —n)f(&) (type3),

and k(§ — n)(f(n) — f(&€)) is only nonnegligible if & and n are close enough so that k(§ — n)
is nonnegligible and at the same time there is an abrupt change in f between & and 7.

Example 7. (Type 4.) Inhomogeneity may also be introduced into the process by a local scaling
mechanism [17], [18]. Here, the kernel is inhomogeneous,

E§—n 1
k N == k < )
& m < o) ) Fa?

while
V(dr,n) = V(dr) and v(dn)zc%.

The inhomogeneity of the resulting point process can be explained by local scaling.

In Figure 4 examples of inhomogeneous LCPs of types 1, 2, and 4 are given on S =
R = [0, 100] x [0,200]. Here, k is the Gaussian kernel, (11), with 0 = 2, ¢ = ﬁ, and
V is concentrated in r = 18. The inhomogeneity function f is linear in all three cases,
fx, y) = y/100.

Inhomogeneity may be introduced into an LSNCP by changing L or k as indicated in the
examples above. Compared to LCPs, the effects are now multiplicative.
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FIGURE 4: Examples of realizations of inhomogeneous LCPs: type 1 (left), type 2 (middle), and type 4
(right). For details, see the text.

8. Discussion

During the last years, there has been some debate concerning which one of the two model
classes (SNCP or LGCP) are most appropriate [27], [30], [38], [49]. The modeling framework
described in the present paper provides the possibility for using models involving both SNCP
and LGCP components and subsequently testing whether it is appropriate to reduce the model
to a pure SNCP model or a pure LGCP model. Figure 5 summarizes the most important model
classes treated in the present paper. Below, we discuss a few additional issues.

Lévy-based Cox point processes

LCP LLCP
SNCP with LCP with LCP thinned
random noise smoothed DF by LGF LSNCP LGer

FIGURE 5: Overview of Lévy-based Cox point processes. The abbreviations DF and LGF stand for a
discrete random field and a log Gaussian random field, respectively. For further details, see the text.
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8.1. Probability densities of LCPs and LLCPs

It is possible to derive an expression for the density of an LCP or an LLCP, using the
methodology of Lévy bases. For instance, in the case of an LCP with ay = 0, the density of X g
for B € B,(S) can be written as an expansion involving complete Bell polynomials evaluated
at certain cumulants. The derivation of this result utilizes (14). Unfortunately, the expansion
seems to be too complicated to be of practical use for inference. The same type of conclusion
has been reached for likelihood inference in G-SNCPs and in LGCPs; see [5, Section 4.2.1] and
[33]. Closed-form expressions for the densities of other types of Cox processes are available;
see [26].

8.2. Spatio-temporal extensions

The LCPs and LLCPs extend easily to spatio-temporal Cox processes. The set S on which
the process is defined is now a Borel subset of R? x R, where the last copy of R indicates
time. The dependency on the past at time ¢ and position x may be modeled using an ambit set
A;(x), x e R%andt € R, satisfying

(x,1) € A, (%), A;(x) CRY x (—o00, t].

A spatio-temporal LCP is then defined by a driving intensity of the form
MG = [ KD, DL ),
A (x)

where L is a nonnegative Lévy basis on & € R? x R and k is a nonnegative weight function.
Likewise, a spatio-temporal LLCP has a driving field of the form

Alx, 1) = exp(/A ( )k((x, 1, (y,S))L(d(y,S))),

where L and k no longer need to be nonnegative. Using the tools of Lévy theory, it is possible
to derive moment relations as shown in the present paper for the purely spatial case [35]. This
approach to spatio-temporal modeling is expected to be very flexible and has been used with
success in growth modeling [23] (see also [22]). It will be interesting to investigate how it
performs compared to the earlier methods described in [6], [7], [8], and [14].

8.3. Statistical inference

Statistical inference for Cox processes has been studied in a number of papers, including [4],
[19], [27], [30], [32], and [43]. It remains to investigate to what degree known procedures,
based on summary statistics, likelihood, or Bayesian reasoning, can be adjusted to deal with
LCPs and LLCPs. For a stationary LCP with A = p; 4 Ay, itis easy to determine the summary
statistics F, G, and J in terms of the corresponding characteristics F>, G, and J, of the shot
noise component with intensity field A,. Thus,

1 — F(r) = exp(=p1|B(0, r)N(1 = F2(r)),

1—G(r>=exp(—m|B(0,r>|)< Pl P2 (1—G2(r>)),
P1 02

1-F
+102( 2(r) + P

P£1 T P2 L),
pr+p p1+p2

J(r) =
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However, in general, simple expressions for G, and J> in terms of model parameters are not
available. Likewise, it does not seem to be possible to derive general closed-form expressions
for F, G, and J in the case of an LLCP.

In order to evaluate whether both a jump part and a Gaussian part is needed in an LLCP, we
may consider a third-order summary statistic, suggested in [33] (for stationary point processes),

| PP D)
_ L de de, 0,
= o f”m/mff UGG A

where the following abbreviated notation is used, due to the stationarity:

g(¢1,5) =g — &),
p &1, 6, 8) = oD@ — &, &5 —&).

When computing the integrand in z(¢) for an LLCP, we obtain

PO (&1, &, £3)
(p D)3 g (&1, 62)8(62. E3)g (&1, &3)
B E(T_; Ase) [T E(As(E))
~ E(A1(EDAI(E)) E(A3(82) A1(63) E(AJ(ENAS(E)

where Aj(§) = exp( f & k&, n)Ly(dn)) is the part of the driving intensity originating from the
pure-jump part of the Lévy basis. Thus, this characteristic of X is not influenced by the Gaussian
part of the model. In particular, z = 1 for LGCPs. A nonparametric unbiased estimator of z(¢)
has been derived in [33, Theorem 2].

An assessment of the full potential of the new modeling framework described in the present
paper will also require more detailed studies of inhomogeneity and practical experience with
concrete applications of the models.
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