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1. Introduction. Let fi be a difference field of characteristic 0, 9Ji an 
irreducible manifold of effective order n over $t{y}, and F an algebraically 
irreducible difference polynomial in ®{y\ of effective order n + k, k > 0, 
which vanishes on 3Ji. In an earlier paper (2, p. 447) I gave necessary con­
ditions, restated below as (a), (b), and (c) of the main theorem, for 9JÎ to be 
an essential singular manifold of F. These conditions are analogous to the 
low power criterion of Ritt (1, p. 65) for the corresponding problem of differ­
ential algebra. Like that criterion they depend, in the special case that SD? is 
the manifold of y, only on which power products appear effectively in F. 
Unlike the low power criterion, however, conditions (a), (b), and (c) are only 
necessary, not sufficient. I have proved the following results (2, p. 459; 4) 
concerning sufficiency: 

(1) if k = 1, the conditions are never satisfied, so that 90? is not an essential 
singular manifold of F; 

(2) if k = 2, n = 0, the condition is both necessary and sufficient; 
(3) if k > 2, the condition is not sufficient, even if n = 0. Moreover, no con­

dition dependent only on which power products of y and its transforms appear 
effectively in F is sufficient in the special case that 9JÎ is the manifold of y. 

I shall now show that the restriction n = 0 may be removed from (2). 
Hence, there is a close analogy with the situation in differential algebra 
described by the low power theorem in the case that the effective order of 
the difference polynomial F exceeds by 2 the effective order of the manifold 
9JÏ, but only a partial analogy in all other cases. 

The proof for k = 2 and "general" n is based on a preparation theorem 
suggested by the preparation theorem used by Ritt for differential polynomials. 
The preparation theorem of difference algebra (restricted to the case that $ 
is inversive) consists of the relations (3) and (4) of § 5 between F and the 
first polynomial A of the characteristic set of the reflexive prime difference 
ideal with manifold 39Î. The conditions (a), (b), and (c) of the main theorem 
are equivalent to the conditions (a) and (/3), stated in § 8, for (3) and (4). 
These conditions in turn imply that 9J£ is an essential singular manifold of F 
in the case k = 2. The proof of this is accomplished by a minor modification 
of the power series method used in (4) for the special case n = 0 and the 
conditions (a), (b), and (c). 
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2. The weight function f($) of a term 

<ryaoyV • • • / / , er ^ o, <r e « , 
of a difference polynomial of ${y} is defined to be the polynomial do + aid + 
. . . + ar6

r. The indeterminate 6 is called the weight parameter. The weight of 
this term for a value r of the weight parameter i s / ( r ) . If an element c whose 
transform is defined to be cT is substituted formally into a term, then the 
exponent of c in the result is the weight of the term for the value r of the 
weight parameter. 

Let F and 3D? be as in § 1. Denote by a a generic zero of 5DÎ and by 2 the 
reflexive prime difference ideal with manifold 5ÏÏÎ. Let A be an algebraically 
irreducible polynomial in 2 of effective order n—if $ is inversive, A is the 
first polynomial of a characteristic set of 2 or one of its transforms. If P is 
any polynomial of St{y}, then P is to denote the polynomial of £ <a>{z} 
which is obtained from P by the substitution y = z + a, and P* the poly­
nomial consisting of the terms of least degree of P. We can now state the 
main theorem. 

THEOREM. In order that W be an essential singular manifold of F it is necessary 
that: 

(a) there exist a term of F which is of lower weight than any other term for 
every positive value r < 1 of the weight parameter, 

(b) there exist a term of F which is of lower weight than any other term for 
every value r > 1 of the weight parameter, 

(c) every solution of F* be a solution of A*. 

These conditions are sufficient if k = 2. 

It only remains to prove sufficiency in the case k = 2. The rest of this 
paper is devoted mainly to this proof. In the last section a method is given 
for testing conditions (a), (b), and (c) constructively if a beginning of a 
characteristic sequence of the ideal 2 is known. 

3. Proof of a lemma. The first lemma to be proved concerns polynomial 
rings, the second, difference rings. 

LEMMA 1. Let $ be afield of characteristic 0, II a prime ideal in the polynomial 
ring 9î = $[«i, . . . , uq; xu . . . , xr], the ut forming a parametric set for II. 
Let A i, . . . , AT be a characteristic set for II with At introducing xt. Let F be 
a polynomial of dt. Then there exists a polynomial S of 9î which is not in II and 
an integer t such that 

(1) SF= X) LiAV'AV'2. . . A*'", 

the Li being polynomials of R which are not in II, and the pttji i = 1, . . . , t; 
j — 1, . . . , r, constituting t distinct sets of non-negative integers. 
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Proof. A polynomial of 9Î is said to be of class k if it effectively involves 
Xjc but no xu i > k. The conclusion of the lemma follows trivially if F is free 
of all the Xi. We shall prove by induction on the class that it is valid for 
other polynomials in the following strengthened form: Let at denote the 
degree of A t in xu i = 1, . . . , r. Then if F is of class k and degree / in xk it 
is possible to find a relation (1) in which 5 and the Lt are free of the xi} i > k, 
and the power products in the At which occur on the right-hand side of (1) 
involve no Aiyi> k, and are of degree in Ak less than or equal to the greatest 
integer hk not exceeding f/ak. 

The strengthened result holds if F is of class 1. For, if h > 0 is the greatest 
power of Ai which divides F, we may write F = LAih. This expression is of 
the form (1) and meets the added conditions. 

Let F be of class k > 1, and assume the strengthened conclusion to have 
been proved for all polynomials of lower class. Let / be as before. If / < ak, 
we use the expression 

F = Fo + F,xk + . . . + Ffxl 

each Ft being free of xi} i > k. For each Fu 0 < i < / , we find an expression 
of the form of (1): 

(2) StFt= S LiiA\i^l...Av^Vh'\ 

where St and the Ltj are not in II and are of class less than k. 
Let 5 be the product of the Si. Substituting from the expressions (2) into 

SF = (S/So)SoF0 + (S/S1)S1F1xk + ... + (S/Sf)Sfxi 

and combining terms involving equal power products of the At we obtain 
an expression of the form (1) for SF. The coefficients Lt of this expression 
are polynomials in xk of degree less than aky with coefficients free of xit i > k, 
and not in II. Hence, the Li themselves are not in II. Clearly, 5 is not in II, 
and Ak does not appear in the power products; so that the strengthened 
conclusion is valid for F. 

We now suppose that / > akj and that the strengthened conclusion has 
been demonstrated for all polynomials of class k and degree less than / in 
xk. Applying the division algorithm to F and Ah

k we find a relation 

JF - MAl* = R, 

where / , M> and R are polynomials free of xu i > k, J is not in II, M is of 
degree less than / in xki and R is of degree less than hkak in xk. By the assump­
tion made at the beginning of this paragraph there exists a polynomial S\ 
not in II and free of xu i > k, such that S\R is a linear combination of power 
products of Ai, . . . , Ak of degree less than hk in Ak, the coefficients of these 
power products being polynomials not in II and free of xi} i > k. By the case 
f < ak previously disposed of there exists a polynomial 52 not in II and free 
of xif i > kt such that S2M is a linear combination of power products of 
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Aiy . . . , Ak-if the coefficients of these power products being polynomials not 
in II and free of xu i > k. 

Let 5 = S1S2J. In 

SF = SiSiMAl* + S2S1R 

we substitute the expressions for S2M and S±R just described. There results 
an expression for S F as a linear combination of power products of Ai, . . . , Ak. 
Those power products obtained from S2S1R are of degree less than hk in Ak 

and therefore distinct from the power products obtained from 

StStMAl*. 

One can verify immediately that the expression for SF has the properties 
prescribed in the strengthened form of the conclusion to Lemma I. 

4. A second lemma. 

LEMMA II. Let $ be a difference field of characteristic 0, A an algebraically 
irreducible difference polynomial of order and effective order n in the difference 
ring ${y}, and C(0) (= ^4), C(1), C(2), . . . , a characteristic sequence of a non-
singular component 2 of {A). There exist difference polynomials Mw, M(1), 
M^2\ . . . , of orders not exceeding n, n + 1, w + 2, . . . , respectively, which are 
not in 2, and for which each product C(k\ M(k) k = 0, 1, . . . , is a linear 
combination of A, Ai, . . . , Ak with coefficients of order not exceeding n + k, 
while the coefficient of Ak is not in 2. 

Proof. We choose M(0) = 1. We suppose Af(1), . . . , M^-v to have been 
found and demonstrate the existence of M(k). 

Since Ak has remainder 0 with respect to the chain C(0), . . . , C w there is 
a relation 

TC^ = JAk + U»CM + . . . + Z,(*-I)C(*-D, J $2. 

Multiplying both sides of this equation by Mw . . . M{k~l\ replacing each 
M(i)C(i), i = 0, . . . , k — 1, by the appropriate linear combination of A, . . . , 
A if and putting TM^ . . . M(*-1} = Mw there results 

M<*>C<*> = N^A + . . . + N&Ak, 

with N^ = JMW . . . M^~l) i 2. Since the formal partial derivative dAk/dyn+k 

is not in 2, it is immediately seen by differentiation of M(k)C(k) that M(k), 
too, is not in 2. This proves Lemma II. 

5. The preparation process. Let 2 be a reflexive prime difference ideal 
of order n in the ring ${y\, where the difference field $ is inversive and of 
characteristic 0, and let F Ç St {y} be of order n + k, k > 0. The following 
theorem provides two expressions for F in terms of the first polynomial A of 
the characteristic set of 2. 
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PREPARATION THEOREM. There exist difference polynomials S, T, of order 
at most n + k, which are not in 2, and positive integers s, t such that 

(3) SF= "t L^A'^AV'1. . . AV'\ 

(4) TF = £ N{i)Aai'*AV'\ . . Aï>\ 

Here the pi j are non-negative integers, no two sets pa j , pb j (a ^ b,j = 0, . . . , ft) 
are identical, the qitj have a similar description, and the L ( i ) are difference poly­
nomials of order not exceeding n + ft. Those L{i) which are coefficients of terms 
whose power products in A, A\, . . . , Ak are of least weight for any positive 
value of the weight parameter not exceeding 1 are not in 2. Also the N^l) are 
difference polynomials of order not exceeding n -\- k, while those iV(i) which are 
coefficients of terms whose power products in A, A\, . . . , Ak are of least weight 
for any value of the weight parameter not less than 1 are not in 2. 

6. Proof of (3). Let C<°> ( = A), C(1\ . . . , C(fc) be the first k + 1 poly­
nomials of a characteristic sequence of 2. They are the characteristic set of 
the prime ideal 

2 ' = 2 H « [y, 3>i, . . . , y»+J. 

According to Lemma I there exists a relation 

(5) RF= s p(i)(c(o)r''°... (ca)r'*, 
where the aitj have a description similar to that of the pit] of (3), and R and 
the P{i) are polynomials of $[y, y\, . . . , yn+k] which are not in 2 ' , hence not 
in 2. 

Let polynomials M{i) be chosen in accordance with Lemma II. Putting 
a = max (a *,,,), let Q = R(MW . . . M{]i))a. Then, using (5) and substituting 
for the C{i)M{i) the linear combinations described in Lemma II, one finds 
a relation 

(3*) QF= £ J™Ari'*AÏ'\..AÏ'\ QiZ, 

where the rtij have a description similar to that of the pitj of (3). We shall 
show that those J{i) which are coefficients of terms whose power products 
in the A t are of least weight for any positive value of the weight parameter 
less than 1 are not in 2. 

To the ith term of (5) we assign a weight function wt(d) — aito + ait\d + 
. . . + aijk6

k. We consider a positive value r < 1 of the weight parameter. 
Then, upon the substitutions prescribed above to obtain (3*), the ith term 
of (5) gives rise to a term T{i) of the form 

KWAoa*-*. . .Ak
ai>k. 
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i£ ( i ) $ 2 , and other terms which, because their power products are formed 
from that of T{i) by replacing one or more of the A3 by lower transforms of 
A, are of greater weight than T{i). The coefficients of these terms may be 
in 2. 

If, in particular, the ith term of (5) is one of the terms whose power pro­
ducts are of least weight for the value r of the weight parameter, then no 
term of (5) will yield a term of lower weight than T{i). Those terms of (5) of 
the same weight as P ( i ) will yield terms of this weight but with different power 
products. Hence, P(z) will actually be a term of (3*), and one of least weight 
for the value r of the weight parameter. Clearly, all terms of (3*) of least 
weight for the value r of the weight parameter arise in the same way as T(i) 

and, hence, have coefficients which are not in 2. Hence, (3*) has the property 
claimed for (3) in the preparation theorem, except possibly for terms of 
least weight for the value 1 of the weight parameter, that is, for terms of 
least degree in the At. 

Because the weight function is continuous, at least one of the terms of 
least degree of (3*) is a term of least weight for a value of the weight para­
meter less than 1, and hence, has a coefficient which is not in 2. 

Suppose the term 

is a term of (3*) which is of least degree, but that J(i) G 2. Following the 
procedure used to obtain (3*) we find an equation 

(6) PJ{i) = £ Hu)Asi'«A[j'\ . . As
k
j'\ P i 2. 

No term of the right-hand side of (6) is free of the A t. For such a term would 
be of least weight for values of the weight parameter less than 1; hence, its 
coefficient would not be in 2. This would yield a contradiction to the fact 
that J<*> e 2. 

Let Q' = QP. Multiplying both sides of (3*) by P , and substituting for 
PJ(i) from (6) we obtain an expression for Q'F whose terms are those of the 
right-hand side of (3*) multiplied by P , except that the ^th term of (3*) has 
been replaced by terms whose power products are multiples of its power 
product by power products of positive degree. Consequently, the terms of 
this expression which are of least weight for values of the weight parameter 
less than 1 have coefficients which are not in 2, and the number of terms 
of least degree with coefficients in 2 is less than the number of such terms 
in (3*). Continuing the procedure just described, we obtain the equation (3). 

7. Proof of (4). We define the difference field $ ' to be the difference 
field whose elements are those of $ with the same addition and multiplication 
operations, but with transforming defined to be the inverse of the trans­
forming operation of S. Let 8 denote the inversive extension of J? <a>, 

https://doi.org/10.4153/CJM-1959-025-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1959-025-9


228 RICHARD M. COHN 

where a denotes a generic zero of 2. We define 8' to have the same relation 
to 8 as $ ' to $ . Then 8' is an extension of $ ' . 

Let P Ç ${;y} be of order at most n + &. We define P ' to be the polynomial 
of $k'\z\ obtained by replacing each yt in P by zn+1c-i. The operation ' pro­
duces a one-one correspondence between difference polynomials of order at 
most n + k in ${v} and in $'{s}. In particular, B = (^U)' is of order n, and 
Bhl 0 < & < k, is (̂ 4fc_/,y. aw+fc (where the subscript refers to transforming 
in 8) is a generic zero of a reflexive prime difference ideal 2 ' of $'{s} whose 
characteristic set begins with B. The correspondence produced by ' maps 
the polynomials of 2 of order not exceeding n + k onto the polynomials 
of 2 ' of order not exceeding n + k. 

Since (3) has been established, we know that there exists a relation 
t 

(4') T'F' = X) iV(1)'5",fcJ3ï*,*~1. . . BV'\ 

meeting requirements corresponding to those imposed on (3). Now (4') 
yields (4) on application of the inverse of the correspondence produced by '. 
Clearly, T $ 2. It remains only to show that the N{i) have the stated property. 

Let T(i) denote the ith term of (4) and 

Wi{6) = qit0 + qt,i6 + . . . + qitkd
k 

its weight function. The ith term T{i)r of (4r) has the weight function 

vt(e) = g,i0^ + . . . + gi|fc = ehviii/e). 

Hence, if T{i) is a term of (4) of least weight for the value r > 1 of the weight 
parameter, then T{i)f is a term of least weight of (4r) for the value 1/r < 1 
of the weight parameter. Then A7(*}/ (jf 2 ' , so N(i) (jE 2. This completes the 
proof of the preparation theorem. 

8. Proof of Equivalence. We now assume that F and A as described in 
§ 5 also satisfy the conditions (a), (b), and (c) stated in the main theorem. 
As in that theorem, F is to be irreducible and vanish on the irreducible 
manifold 30Î of order n. As in the discussion of the preparation theorem, $ is 
assumed to be inversive, and A is chosen to be the first polynomial of the 
characteristic set of the reflexive prime difference ideal 2 with manifold 9K. 
In addition, we assume that F is of order and effective order n + k with 
k > 0. It will be shown that there exists a power product U of the A t which 
is of positive degree and is free of A and Ak such that 

(a) the right-hand side of (3) contains a term YU, Y $ 2, which is the term 
of least weight in the A if or each positive value of the weight parameter not greater 
than 1, 

(/3) the right-hand side of (4) contains a term ZU, Z $ 2, which is the term 
of least weight in the A^ for each value of the weight parameter not less than 1. 
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We follow the notation used in the statement of the main theorem. Because 
dA/dy and dA/dyn are not in 2, A* is a polynomial of first degree which 
effectively contains z and zn. S* and T* are in $ <a>. We find 

(7) P* = £ ' (L**/S*)(A*)pi-Q. . . (il**)"'*, 

(8) F* = £ " (tf i*/r | ,)(i4*r"'0 . . . (Ak*)Qi'\ 
% 

where 2 ' and 2 " are taken over those terms of (3) and (4) respectively which 
are of least degree in the At. It follows from the preparation theorem that 
the L*f and iV**' appearing in these sums are elements of $ <a>. 

Suppose that 2' , say, consists of more than one term. Then the homogeneous 
polynomial 

of the difference ring $ <a> {u\ is not a product of irreducible factors of 
effective order 0, and hence has a solution u = fi, 0 ^ 0. The polynomial 
^4* — /3 has a solution z = y. Then 7 is a solution of F* but not of A*, contrary 
to condition (c) of the main theorem. Hence, 2 ' consists of just one term. 
Similarly, 2 " consists of just one term. Because the left-hand sides of (7) 
and (8) are identical, and the coefficients on the right-hand sides are in 
$ < a > , it is clear that the same power product of the A*t occurs in each 
of these terms. We denote by U the corresponding power product of the A t. 

Consider a value r < 1 of the weight parameter. Let wt be the weight 
of the term T(i) = Ul)APi^ . . . Ak

Pi'k of (3). Upon substituting y = z + a 
the power product 

Avit\..AVtk 

yields a term with power product 
„Vi,Q J>i,k 
Zn • • • *n+k 

of weight rnWi and other terms whose weights are greater, since their power 
products are formed by replacing transforms of z in the indicated term by 
lower transforms. 

If, in particular, T(i) is a term of (3) of least weight, L ( i ) is not in 2, so 
that T(i) itself will yield a term with the above power product. Terms of 
greater weight than T(i) must yield only power products of z and its trans­
forms of weight greater than rnWi. If 

T{j) = Lu)Apj'\..AV'\ J9*i, 

is also of weight wt it yields a distinct power product of weight rnWi and 
other power products of greater weight. Hence, one power product of weight 
rnWi appears in the polynomial F of the main theorem for each term of (3) 
of least weight, and these power products are of least weight in F. Since, by 
hypothesis, there is a unique term of F of least weight, (3) contains a unique 
term of least weight for the value r of the weight parameter. By continuity 
of the weight function this term is the same for all values of the weight 
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parameter less than 1. It follows at once that it is the term of (3) of least 
degree. 

Let the weight parameter be r > 1. Let the term 

N{i)Aai'\..AV'k 

of (4) have weight wt. Upon substituting y = z + a into the power product 

Aqi'\ ..Aï'k 

there results a term with power product 

Z . . . Zk 

of weight wt and other terms whose weights are greater since their power 
products are formed by replacing transforms of z in the indicated term by 
higher transforms. It follows, as above, that the term of (4) of least degree 
is the unique term of least weight for all values of the weight parameter 
exceeding 1. 

Not every term on the right-hand side of (3) actually contains A, since 
F has no factors of order n, and A does not divide 5. For sufficiently small 
values of the weight parameter a term free of A is certainly of lower weight 
than a term which contains A. Hence, U is free of A. Using (4) and con­
sidering large values of the weight parameter, we find that U is free of Ak. 
This completes the proof of the statements made at the beginning of this 
section. 

It is easy, but unnecessary for the proof of the main theorem, to show 
that (a) and (£) are equivalent to (a), (b), and (c). Let (a) and ((f) hold. 
For positive values less than 1 of the weight parameter, Û (for explanation 
of the notation see the paragraph preceding the statement of the main theorem) 
contains a unique term of least weight. It follows from (3) and (a) that this 
term furnishes the unique term of least weight in F. In a similar way it 
follows from (4) and ((f) that F contains a unique term of least weight for 
values of the weight parameter exceeding 1. Hence, (a) and (b) hold. From 
either (3) or (4) there results F* = yU*, y £ ®<a>. Since, clearly, U* is 
a product of powers of transforms of A*, this implies (c). 

9. Completion of the proof. If 5DÎ is not an essential singular manifold 
of F there exist, as we shall see, certain formal power series solutions of F 
and its transforms. But we shall also see that such solutions cannot exist 
when k = 2 and the conditions (a) and (/3) hold. These facts establish the 
main theorem. Throughout this work we maintain the restrictions of § 8. These 
restrictions are removed in § 14. 

10. Existence of series solutions. We suppose that 9ft is not an essential 
singular manifold of F. Then there exists a reflexive prime difference ideal A 
containing F and properly contained in 2. According to Lemma IV of (3), 
A is of effective order greater than n, so that A $ A. For any integer r > k 
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we define S r and Àr to be the intersections of 2 and A respectively with the 
ring $r = $ [y, . . . , yn+r]- Let @ = $<a>. Ar generates an ideal in 
® [y, • • • » yn+A whose radical is the intersection of prime components at 
least one of which admits the solution yt = at {i = 0, 1, . . . , n + r). Let 
A/ be such a component. Since A/ and Ar have the same dimension (5, 
vol. 2, p. 69), A/ r\ ®r = Ar. Hence, A . . . Ar $ A/. Then (4, p. 526) A/ 
admits a solution not annulling A . . . A r 

(9) yt = at + gi(h), i = 0, 1, . . . , n + r, 

where & is transcendental over @ and the gi(h) are formal series in positive 
integral powers of h with coefficients algebraic over ©. 

11. Non-existence of series solutions. We now suppose that k = 2, 
and that the conditions (a) and (0) hold. We assume the existence of the 
solutions (9) and obtain a contradiction if r is sufficiently large. 

If the series (9) is substituted into a polynomial P of $ r there results a 
series in non-negative integral powers of h. The term of zero degree in this 
series results from the substitution of the at into P and, hence, is 0 if and 
only if P Ç 2. In particular, the series obtained from A, A\, . . . , Ar are not 
0 but begin with terms of positive degree. We denote the series obtained from 
At by 
(10) kt(h) = ath

Si + . . . , i = 0, . . . , r, 

where the a* are algebraic over @ and not 0, and the st are positive. Sub­
stitution of (9) into F, . . . , Fr-k (= 7?

7_2) gives 0, while substitution into 5, 
T, or the coefficient of the term of least degree on the right-hand side of (3) 
or of (4) results in a series whose term of zero degree is not 0. 

12. We consider the power product U of the A t described in § 8. Since 
k = 2, U = Aid, d > 0. The numbering of the terms of the right-hand sides 
of (3) and (4) is to be chosen so that those terms whose power products are 
of degree less than d in Ai precede the remaining terms, and the term with 
power product U is last. Let s' and tf denote the number of terms on the 
right-hand sides of (3) and (4) respectively whose power products are of 
degree less than d in A\. Since not every term on the right-hand side of (3) 
or of (4) has the factor Ai, 1 < s' < s, 1 < t' < t. 

Let 

a n pi^ = pi>°+ ( K l -d)d + pi>2d2' 1 <i< s'> 
qi(fi) = qtl0 + (g,,i - d)d + qi>2d\ 1 <i< t'. 

Since the power product Ax
d is of lower weight than the other power pro­

ducts on the right-hand side of (3) for positive values of the weight parameter 
not exceeding 1, pt(6) > 0, 0 < 0 < 1. Since pttl - d < 0, 1 < i < s', it follows 
that pito > 0 for these i. Then each pt(d) is bounded away from 0 on the 
interval 0 < 6 < 1. Similarly, qt(6) > 0, 0 > 1, whence it follows that the 
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qi(6) are bounded away from 0 on this interval , and t h a t the g i f2, 1 < i < t1\ 
are all positive. Let m > 0 be such t h a t 

n 2 x Pi{6)>rn, O < 0 < 1 , l<i<s', 
U j g,(0) > m, 6 > 1, 1 < i < /'. 

We define a to be the maximum of the quot ients (d — <7*,i)/<Z*,2> 1 < i < t', 
and 6 to be the maximum of the pit2,1 < i < s', £i,2,1 < i < /'. Then a, 6 > 0. 
Let c = ra/aô, d = a/c. We shall obtain a contradict ion from (9) with 
r > d + 2. 

13. Upon subst i tut ing the series (9) into the r ight-hand side of (3) the 
result mus t be zero. Th is can only be so if the power product of some te rm 
of (3) other than the last t e rm produces an expansion beginning with a power 
of h not higher t han t h a t with which the expansion of the last t e rm begins. 
Since the last term is YA\, Y $ S, this means t h a t there is an integer j 0 such 
t h a t 

^^0,0^0 + (Pjo,l — d)Sl + PjQ,2S2 < 0 . 

From the definition of s' it is clear t h a t 1 < jo < s'. By applying similar 
reasoning to the r ight-hand side of (4) and to the transforms of orders no t 
exceeding r — 2 of the r ight-hand sides of (3) and of (4) it follows t h a t 
there exist integers j u ki} 0 < i < r — 2, such t h a t 

Kjt< s', 1 < ki < *'; 
(13) Pji,oSi + (pji,i — d)si+1 + pji,2Si+2 < 0; 

qjci,oSi + (qkiti — d)st+i + qjci,2Si+2 < 0. 

Let tt = St+i/Si > 0, {i = 0, . . . , r - 1). Then (13) yields, for 0 < i < 

r - 2 , 

/ 1 4 N Pu.o + (pji.i — d)ti + pujtiti+i < 0; 
fc.o + fet)i - d)tt + qki,2titi+i < 0. 

I t follows from (12) t h a t for each i, 0 < i < r — 2, either 0 < t{ < 1, and 

Pu.o + (Pu,i - d)tt + pjit2ti2 > w ; 

or ti> 1, and 

&,o + ( fc . i - d)/i + ÇkiMi2 > m-

From whichever of these inequalities is applicable it follows by subtract ion 
of the corresponding inequali ty of (14) t h a t either 

PuMtiti — tt+i) > ™>} 

or 

QkiMiiPt — h+i) > m. 

In either case 

(15) tt(ti — ti+i) > m/b, 0 < i < r - 2. 
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Now (14) yields 

(&.-,i — à) + &iMi+i < 0, 0 < ^ < r - 2 

since, for every i, 
&,o > 0. 

Thus, 
(16) ti+1 < (d - qkiA)/qki,2 < a, 0 < i < r - 2. 

From (15) and (16) there results h < a, ^ — /z+i > w/6a = c, 1 < i < r — 2. 
Hence, £r_i < a — (r — 2)c < a — dc = 0. This is the desired contradiction. 

14. Removal of the restrictions. It remains only to prove the main 
theorem without the restrictions of § 9. Let Jj be the inversive extension 
of $t, C the polynomial of order n in ®{y} and G the polynomial of order n + k 
in $t{y] whose transforms of the appropriate orders are A and F respectively. 
Let 9Ji' be the irreducible manifold over k{y\ with generic zero a, and 2 ' the 
reflexive prime difference ideal of &{y} with manifold 5D?'. Then 9JJ' is of order 
n, each irreducible factor of G is of order and effective order n + k, and 

Let i7 be an irreducible factor of G which is in 2 ' . Then, in the notation 
of the main theorem, the polynomial consisting of the terms of H of least 
weight for some value of the weight parameter is a factor of the polynomial 
consisting of the terms of G of least weight for this value of the weight para­
meter. The latter polynomial is an inverse transform of the polynomial con­
sisting of the terms of F of least weight. 

The first polynomial D of a characteristic set of 2 ' divides C. Let C = PD. 
Since a is not a solution of dC/dynj P i 2 ' . Then D* = 7C*, 7 £ k<&>, 
7 ^ 0 ; and C* is an inverse transform of A*. 

The preceding statements show that S0Î' and H" satisfy the conditions (a), 
(b), and (c), so that 2JÏ' is an essential singular manifold of H according to 
the restricted case of the main theorem. Hence, there is a polynomial 
Q G ®{y} such that Q $ 2' , and, if E G S', QE vanishes on the manifold of H. 

To each irreducible factor of G there corresponds a polynomial with the 
properties of Q. For this has just been proved for factors which vanish on $ft', 
and it is evident for other factors. Let R be the product of these polynomials. 
Then R $ 2' , and, if E £ 2 r , RE vanishes on the manifold of G. Some trans­
form S of R is in ${y}. Since 2 < 2' , 5 $ 2, and, if E £ 2, S £ vanishes on 
the manifold of F. This proves that 3Jt is a component of {J^j, and, indeed, 
since its effective order is less than that of F, an essential singular manifold 
of F. The proof of the main theorem is complete. 

15. Constructive methods. It is possible to determine by actual con­
struction whether or not conditions (a), (b), and (c) are satisfied, provided 
one knows the first k polynomials of a characteristic sequence of 2. (For the 
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meaning to be given to "characteristic sequence" if 2 is not of equal order 
and effective order, see (2, footnote 7).) In fact, it was shown in (2, p. 447) 
that one can determine constructively whether or not (a) and (b) hold. But 
if (a) and (b) hold, (c) is true if and only if i7* is a product of powers of 
transforms (including, possibly, inverse transforms) of A* and a factor in 
®<a>. For, on the one hand, this condition clearly implies (c). On the other 
hand, if (a), (b), and (c) hold it follows from (a) and (/3) under the con­
ditions of the restricted form of the main theorem, and from this special 
case and the reasoning of § 14 in the general case, that F* is such a product. 
There is no difficulty in determining constructively whether or not F* is a 
product of this type. It follows, in particular, that, if k = 2, one can deter­
mine constructively, under the stated limitation, whether or not 9JÎ is an 
essential singular manifold of F. 

REFERENCES 

1. J. F. Ritt, Differential algebra, Coll. publ. Amer. Math. Soc, S3. 
2. R. M. Cohn, Singular manifolds of difference polynomials, Ann. Math., 53 (1951), 445-63. 
3. Extensions of difference fields, Amer. J. Math., 74 (1952), 507-30. 
4. Essential singular manifolds of difference polynomials, Ann. Math., 57 (1953), 524-30. 
5. W. V. D. Hodge and D. Pedoe, Methods of algebraic geometry (Cambridge University Press). 

Rutgers University 

https://doi.org/10.4153/CJM-1959-025-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1959-025-9

