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ON THE BEHAVIOR OF THE SOLUTIONS OF

DEGENERATE PARABOLIC EQUATIONS

KAZUHIRO ISHIGE

Abstract. In this paper we consider degenerate parabolic equations, and obtain
an interior and a boundary Harnack inequalities for nonnegative solutions to
the degenerate parabolic equations. Furthermore we obtain boundedness and
continuity of the solutions.

§1. Introduction

We consider the degenerate parabolic equation

∂

∂t
u =

1

w(x)

N
∑

i,j=1

∂

∂xj

(

aij(x, t)w(x)
∂

∂xi
u

)

(1.1)

+
N

∑

i=1

bi(x, t)
∂

∂xi
u − V (x, t)u

in D = Ω × (−1, 1), where Ω is a domain in RN . Here w is a nonnegative

function in Ω, and aij, bi, and V , i, j = 1, . . . , N , are measurable functions

defined on D. In this paper we study the behavior of solutions of the equa-

tion (1.1), and give an interior and a boundary Harnack inequalities for

nonnegative solutions of (1.1).

An interior Harnack inequality for parabolic equations was first ob-

tained by J. Moser [Ms], and was extended to more general parabolic equa-

tions by many authors (cf. [CS1,2,3], [GW1,2], [Mr], [Se], [Sta], [T] and

references therein). F. Chiarenza and R. Serapioni [CS1,2,3] obtained the

interior Harnack inequality of nonnegative solutions of degenerate parabolic

equations of the types, ut = Lwu and ut = w−1Lwu, where

Lwu ≡
N

∑

i,j=1

∂

∂xj

(

aij(x, t)w(x)
∂

∂xi
u

)

.(1.2)
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2 K. ISHIGE

Subsequently, the results of [CS1,2,3] were extended to more general de-

generate parabolic equations (cf. [CW], [GW1,2], [SaC1,2], and references

therein).

A boundary Harnack inequality for parabolic equations was first ob-

tained by J. K. Kemper [K]. He obtained the boundary Harnack inequality

for nonnegative solutions of the heat equation in Lipschitz domains. Fur-

thermore, P. Salsa [Sa] extended the result of [K] to the parabolic equation

ut = Lwu in Lipschitz domains for the case that w is constant (cf. [FGS]).

In this paper we extend the results of [CS3] and [Sa], and obtain the

interior and the boundary Harnack inequalities for nonnegative solutions of

the degenerate parabolic equation (1.1). Furthermore, we obtain bounded-

ness and continuity of solutions of (1.1).

We introduce some notations. For any (x, t) ∈ RN+1 and ρ > 0, set

B(x, ρ) = {y ∈ RN | |x − y| < ρ},

Qx,t(ρ) = B(x, 2ρ) × (t − ρ2, t + ρ2),

Q−
x,t(ρ) = B(x, ρ)×

(

t −
3

4
ρ2, t −

1

4
ρ2

)

,

Q+
x,t(ρ) = B(x, ρ)×

(

t +
1

4
ρ2, t +

3

4
ρ2

)

.

For simplicity, we put Q(ρ) = Q0,0(ρ), Q = Q0,0(1), and Q± = Q±
0,0(1).

Furthermore, for any measurable set E ⊂ RN , we denote by |E| the the

Lebesgue measure of E.

We impose the following conditions on the coefficients {aij(x, t)}N
i,j=1

and w:

(A1) There exists a constant λ > 0 such that

λ|ξ|2 ≤
N

∑

i,j=1

aij(x, t)ξiξj ≤ λ−1|ξ|2, ξ ∈ RN , (x, t) ∈ D;

(A2) Let w be an A2 weight in Ω, that is, w,w−1 ∈ L1
loc(Ω), and there

exists a constant c0 such that

sup
E⊂Ω

E is a cube

1

|E|2

∫

E

wdx

∫

E

dx

w
≤ c0.
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DEGENERATE PARABOLIC EQUATIONS 3

We denote by Lp(Ω, wdx), 1 ≤ p < ∞, the Banach space of all measur-

able functions f defined on Ω such that

‖f‖Lp(Ω,wdx) ≡

(
∫

Ω
|f(x)|pw(x)dx

)
1
p

< ∞.

Furthermore, we denote by H1
0 (Ω, wdx) and H1(Ω, wdx) the closure of

C∞
0 (Ω) and C∞(Ω) under the norm

(
∫

Ω
|f(x)|2w(x)dx +

∫

Ω
|∇f (x)|2w(x)dx

)
1
2

,

respectively. For measurable sets E ⊂ Ω, F ⊂ D and f ∈ L1
loc(Ω, wdx), set

w(E) =

∫

E

w(x)dx, (w ⊗ 1)(F ) =

∫ ∫

F

w(x)dxdτ,

−

∫

E

fwdx =
1

w(E)

∫

E

fwdx.

We recall the Sobolev inequality with weight: There exist constants

c1 > 0 and κ > 1 depending only on c0 such that

(

−

∫

B(x,ρ)
|u|2κw(y)dy

)
1
2κ

≤ c1ρ

(

−

∫

B(x,ρ)
|∇u|2w(y)dy

)
1
2

(1.3)

for all functions u ∈ H1
0 (B(x, ρ), wdx) and all B(x, ρ) ⊂ Ω. It is known

that κ > N
N−1 for N ≥ 2 and κ is any number for N = 1. (cf. See [FKS].)

Furthermore, for the case that w ≡ 1 on Ω, κ = N
N−2 if N ≥ 3 and κ is any

number for N = 1, 2. For further details on weight functions, see [HKO]

and [Ste].

Throughout this paper, we assume that there exists a positive constant

ε such that

b ∈ L∞((−1, 1) : L2κ′

(Ω, wdx)),
(A3)

V ∈ L∞((−1, 1) : Lκ′+ε(Ω, wdx)),

where b = (b1, . . . , bN ) and κ′ is a constant with 1
κ

+ 1
κ′ = 1. We say that u

is a solution of (1.1) in D when u is a measurable function in D belonging
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to L∞((−1, 1) : L2(Ω, wdx)) ∩ L2((−1, 1) : H1(Ω, wdx)) and satisfies

∫ ∫

D

[

− u
∂ϕ

∂τ
+

N
∑

i,j=1

aij(x, τ)
∂u

∂xi

∂ϕ

∂xj

−
N

∑

i=1

bi(x, τ)
∂u

∂xi
ϕ + V (x, τ)uϕ

]

w(x)dxdτ = 0

for any ϕ ∈ C∞
0 (D).

In order to state our results, we furthermore impose some conditions

on b. In this Introduction, for simplicity, we assume the following condition,

and state our results.

(A4) There exist measurable functions c and d defined on D such that

(i) b(x, t) = c(x, t) + d(x, t), for almost all (x, t) ∈ D,

(ii) c ∈ C([−1, 1] : L2κ′

(Ω, wdx)), d ∈ L∞((−1, 1) : L2(κ′+ε)(Ω, wdx)).

Theorem A. Assume (A1)–(A4). Let Q ⊂ D and u be a nonnegative

solution of (1.1) in Q. Then there exists a constant C such that

sup
Q−

u ≤ C inf
Q+

u.(1.4)

Theorem B. Assume (A1)–(A4) and the following condition:

(A5) If |b| + |V | 6≡ 0 on D, there exists a positive constant c2 such that

c2ρ
2κ′

≤ w(B(x, ρ)), ρ ∈ (0, 1), B(x, ρ) ⊂ Ω.

Let u be a solution of (1.1) in D. Then u is a locally Hölder continuous

function in D. Furthermore, there exist positive constants C and δ such

that

osc
Qx,t(ρ)

u ≤ C

(

ρ

ρ1

)δ(

osc
Qx,t(ρ1)

u + ρ
2ε

κ′+ε

1 ‖u‖L∞(Qx,t(ρ1))

)

(1.5)

for all 0 < ρ < ρ1 ≤ 1
2 with Qx,t(ρ1) ⊂ D. Here osc

Qx,t(ρ)
u = supQx,t(ρ) u −

infQx,t(ρ) u.

Theorem C. Let x0 ∈ ∂Ω. Assume that there exist a positive constant

r0 and an orthonormal system such that Ω∩B(x0, r0) is described as follows:

Ω ∩ B(x0, r0) = {(x′, xn) |x′ ∈ RN−1, xn > ϕ(x′)} ∩ B(x0, r0),(1.6)

∂Ω ∩ B(x0, r0) = {(x′, ϕ(x′)) |x′ ∈ RN−1} ∩ B(x0, r0),(1.7)
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DEGENERATE PARABOLIC EQUATIONS 5

where ϕ(·) is a Lipschitz continuous function on RN−1 with Lipschitz con-

stant m. Assume (A1)–(A5). Let u be a nonnegative solution of (1.1) in D

vanishing continuously on [∂Ω ∩ B(x0, r0)] × (−1, 1). Then there exists a

positive constant C such that

u(x, t) ≤ Cu((x′
0, ϕ(x′

0) + r), s + 2r2),(1.8)

s ∈ (−1, 1), r <
1

4
min{r0, 2

√

1 − |s|},

for (x, t) ∈ D ∩ {(x, t) ∈ RN+1 | |x − x0| < r, |t − s| < r2}.

We remark that the condition (A3) is a necessary one for Theorems

A, B, and C to hold. Let N ≥ 3, and set u1(x) = |x|−
1
4 and u2(x) =

− log |x|. Then ui ∈ L2(B(0, 1)) ∩ H1(B(0, 1)) and ui 6∈ L∞(B(0, 1)), i =

1, 2. Furthermore, u1 and u2 satisfy the elliptic equations,

∆u −
(4N − 9)x

4|x|2
∇u = 0 in B(0, 1),

x

|x|2
6∈ LN (B(0, 1)),

∆u −
N − 2

|x|2 log |x|
u = 0 in B(0, 1),

1

|x|2 log |x|
∈ L

N
2 (B(0, 1)),

respectively. Therefore, for the equation

ut = ∆u + b(x)∇u − V (x)u in B(0, 1) × (−1, 1),(1.9)

b ∈ Lp(B(0, 1)), V ∈ Lq(B(0, 1)),

if p < N or q = N
2 , the results of the theorems don’t necessary hold. If

p ≥ N and q > N
2 , the equation (1.9) satisfies the conditions (A3), and the

results of the theorems hold.

We modify the arguments of [CS3], [LSU], [Ms], [Sa], [Se], and [Sta],

and prove our theorems. However, for the case b ∈ [L∞((−1, 1) : L2κ′

(Ω)) \

L∞((−1, 1) : Lp(Ω))], p > 2κ′, it seems difficult to apply their arguments

directly. The main difficulty is to obtain L∞-estimates of solutions of the

equation (1.1). To overcome this difficulty, we first prove the boundedness

of solutions by using De Giorgi’s iteration method. Next we obtain an L∞-

estimate of solutions by using boundedness of solutions and De Giorgi’s

iteration method.

The rest of this paper is organized as follows. In Section 2 we obtain

an L∞-estimate of nonnegative solutions of (1.1). In Section 3 we use the

L∞-estimate of nonnegative solutions obtained in Section 2, and prove the
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interior Harnack inequality. Furthermore, we obtain some inequalities of

solutions by using the interior Harnack inequality, and prove the continuity

of solutions. In Section 4 we use the results of Section 3, and prove the

boundary Harnack inequality.

§2. L∞
loc

estimates of solutions

In this section, by using De Giorgi’s iteration method, we obtain L∞-

estimates of solutions of the degenerate parabolic equation (1.1).

Throughout this section, we will prove the following proposition.

Proposition 2.1. Let Q ⊂ D. Assume (A1)–(A3), and the following

condition:

(A4.a) There exist a constant σ and measurable functions c and d defined

on Q such that

(i) b(x, t) = c(x, t) + d(x, t), for almost all (x, t) ∈ Q,

(ii) sup
−1<t<1

−

∫

B(0,2)
|c(x, t)|2κ′

w(x)dx ≤ σ,

(iii) d ∈ L∞((−1, 1) : L2(κ′+ε)(B(0, 2), wdx)).

Let u be a nonnegative solution of (1.1) in Q. Then there exists a constant

σ1 = σ1(N, c0, ε) such that, if σ ≤ σ1, u is an L∞
loc(Q) function satisfying

‖u‖L∞

loc
(Q(ρ)) ≤

(

C(ρ′ − ρ)−µ

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

,(2.1)

for all 1
2 ≤ ρ < ρ′ ≤ 1 and 0 < p ≤ 1 + κ′

ε
. Here C is a constant depending

only on N , λ, c0, ε, and

D ≡ sup
−1<t<1

−

∫

B(0,2)
[|d(x, t)|2 + |V (x, t)|]κ

′+εw(x)dx.(2.2)

In order to prove Proposition 2.1, we recall the following lemma (see

[CS3]).

Lemma 2.2. Assume (A2) and B(x0, ρ) ⊂ Ω. Then

(

1

b − a

∫ b

a

−

∫

B(x0,ρ)
|u|2κwdxdτ

)
1
2κ
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DEGENERATE PARABOLIC EQUATIONS 7

≤ (c1ρ)
1
κ

(

sup
a<τ<b

−

∫

B(x0,ρ)
u2wdx

)
1
2
(1− 1

κ
)

×

(

1

b − a

∫ b

a

−

∫

B(x0,ρ)
|∇u|2wdxdτ

)
1
2κ

for u ∈ L∞((a, b) : L2(B(x0, ρ), wdx)) ∩ L2((a, b) : H1
0 (B(x0, ρ), wdx)),

where κ = 2κ−1
κ

> 1 and c1 is a constant appearing in (1.3).

By using Lemma 2.2, we prove the following two lemmas, in which we

prove boundedness of nonnegative solutions of (1.1).

Lemma 2.3. Assume the same conditions as those of Proposition 2.1.

Let u be a nonnegative subsolution of (1.1) in Q. Then there exists a con-

stant p = p(c0, ε) such that if u belongs to Lp
loc(Q,wdxdτ), then u is a

function in L∞
loc(Q).

Proof of Lemma 2.3. Let 1
2 ≤ ρ < ρ′ ≤ 1, and consider a sequence

ρn = ρ+2−n(ρ′−ρ), n = 0, 1, 2, . . .. We denote by ζn a nonnegative piecewise

smooth function in Q(ρn) such that ζn = 1 on Q(ρn+1), supp ζn ⊂ Q(ρn),

and

|∇ζn|
2 + |(ζn)τ | ≤ 22(n+1)/(ρ′ − ρ)2.(2.3)

Let f+ = max(f, 0) for any measurable function f in D. For any k > 0, put

uk = (u − k)+ and kn = k(1 − 2−(n+1)).

Let p be a constant to be chosen later such that p ≥ 1 + κ′

ε
. We mul-

tiply the equation (1.1) by ur
kn+1

ζ2
n, r = κ′

ε
. Then we obtain by standard

calculations (see [LSU, Chapter 3, §2])

1

1 + r
sup

−ρ2
n<τ<ρ2

n

∫

B(0,ρn)
ur+1

kn+1
ζ2
nwdx +

r

(r + 1)2
(2.4)

×

∫ ∫

Q(ρn)
|∇u

r+1
2

kn+1
|2ζ2

nwdxdτ

≤ C1(1 + r−1)

∫

Q(ρn)
[ (|c(x, τ)|2 + |d(x, τ)|2)ur+1

kn+1

+ |V (x, τ)|uur
kn+1

]ζ2
nwdxdτ

+ C1(1 + r−1 + (1 + r)−1)

×

∫ ∫

Q(ρn)
ur+1

kn+1
[ |∇ζn|

2 + ζn|(ζn)τ | ]wdxdτ
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for some constant C1 = C1(λ,N, c0). On the other hand, by the doubling

property of the A2 weight w, there exists a constant c3 depending only on

c0 such that

w(B(0, 2)) ≤ c3w(B(0, 2ρn)), n = 0, 1, . . . .(2.5)

By (1.3) and (2.5),

∫ ∫

Q(ρn)
|c(x, τ)|2ur+1

kn+1
ζ2
nwdxdτ(2.6)

≤ sup
−ρ2

n<τ<ρ2
n

(
∫

B(0,2ρn)
|c(x, τ)|2κ′

wdx

)
1
κ′

×

∫ ρ2
n

−ρ2
n

(
∫

B(0,2ρn)
(u

r+1
2

kn+1
ζn)2κwdx

)
1
κ

dτ

≤ 4c2
1ρ

2
n

(

σ1w(B(0, 2))

w(B(0, 2ρn))

)
1
κ′

∫ ∫

Q(ρn)
|∇[u

r+1
2

kn+1
ζn]|2wdxdτ

≤ 4c2
1(σ1c3)

1
κ′

∫ ∫

Q(ρn)
|∇[u

r+1
2

kn+1
ζn]|2wdxdτ.

If σ1 is a sufficiently small constant such that

4c2
1C1(1 + r−1)(σ1c3)

1
κ′ <

r

2(r + 1)2
,

then there exists a constant C2 > 0 such that

sup
−ρ2

n<τ<ρ2
n

∫

B(0,2ρn)
ur+1

kn+1
ζ2
nwdx +

∫ ∫

Q(ρn)
|∇u

r+1
2

kn+1
|2ζ2

nwdxdτ(2.7)

≤ C2

∫ ∫

Q(ρn)
[ |d(x, τ)|2ur+1

kn+1
ζ2
n + |V (x, τ)|uur

kn+1
ζ2
n ]wdxdτ

+ C2

∫ ∫

Q(ρn)
ur+1

kn+1
[ |∇ζn|

2 + ζn|(ζn)τ | ]wdxdτ.

By the Hölder inequality and the similar way to (2.6), for any ν > 0, there

exist constants C3(ν) and C4(c0,D) such that

∫ ∫

Q(ρn)
[|d(x, τ)|2ur+1

kn+1
+ |V (x, τ)|uur

kn+1
]ζ2

nwdxdτ(2.8)
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≤ ν

∫ ∫

Q(ρn)
[|d|2 + |V |]

κ′+ε

κ′ ur+1
kn+1

ζ2
nwdxdτ

+ C3

∫ ∫

Q(ρn)
ur+1χ{u>kn+1}ζ

2
nwdxdτ

≤ νC4

∫ ∫

Q(ρn)
|∇[u

r+1
2

kn+1
ζn]|2wdxdτ

+ C3

∫ ∫

Q(ρn)
ur+1χ{u>kn+1}ζ

2
nwdxdτ.

We take a sufficiently small ν > 0 such that νC2C4 < 1
2 . By (2.7)–(2.8),

sup
−ρ2

n<τ<ρ2
n

∫

B(0,2ρn)
ur+1

kn+1
ζ2
nwdx +

∫ ∫

Q(ρn)
|∇u

r+1
2

kn+1
|2ζ2

nwdxdτ(2.9)

≤ C5

∫ ∫

Q(ρn)
ur+1χ{u>kn+1}[ ζ

2
n + |∇ζn|

2 + ζn|(ζn)τ | ]wdxdτ

for some constant C5 > 0. Let p = q(r + 1), where q is a constant to be

chosen later such that q > 1. Then, by the Hölder inequality

(2.10)
∫ ∫

Q(ρn)
ur+1χ{u>kn+1}wdxdτ

≤

(
∫ ∫

Q(ρn)
uq(r+1)wdxdτ

)
1
q
(

∫ ∫

Q(ρn)
χ{u>kn+1}wdx

)1− 1
q

≤

(
∫ ∫

Q(ρn)
uq(r+1)wdxdτ

)
1
q
(

|kn+1 − kn|
−(r+1)

∫ ∫

Q(ρn)
ur+1

kn
wdxdτ

)1− 1
q

,

≤

(
∫ ∫

Q(ρn)
uq(r+1)wdxdτ

)
1
q
(

2(r+1)(n+1)

kr+1

∫ ∫

Q(ρn)
ur+1

kn
wdxdτ

)1− 1
q

.

By Lemma 2.2, there exists a constant C6 such that
∫ ∫

Q(ρn+1)
u

(r+1)κ
kn+1

wdxdτ(2.11)

≤ C6

∫ ∫

Q(ρn)
|∇[u

r+1
2

kn+1
ζn]|2wdxdτ

×

(

1

w(B(0, 2ρn))
sup

−ρ2
n≤τ<ρ2

n

∫

B(0,2ρn)
ur+1

kn+1
ζ2
nwdx

)κ−1

.
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Set

yn =
1

w(B(0, 2ρn))

∫ ∫

Q(ρn)
ur+1

kn
wdxdτ.

By the Hölder inequality, (2.3) and (2.9)–(2.11), there exists a constant C7

such that

yn+1 ≤

(

1

w(B(0, 2ρn+1))

∫ ∫

Q(ρn+1)
u

(r+1)κ
kn+1

wdxdτ

)
1
κ

(2.12)

×

(

1

w(B(0, 2ρn+1))

∫ ∫

Q(ρn+1)
χ{u>kn+1}wdxdτ

)1− 1
κ

≤ C72
2(n+1)K

(

2(r+1)(n+1)

kr+1
yn

)1− 1
q
(

2(r+1)(n+1)

kr+1
yn

)1− 1
κ

≤ C7K2bnk−(r+1)(1+µ1)y1+µ1
n ,

where bn = 2(n + 1) + 2(n + 1)(r + 1)(1 + µ1), µ1 = 1 − 1
q
− 1

κ
, and

K =

(

1

w(B(0, 2ρ′))

∫ ∫

Q(ρ′)
uq(r+1)wdxdτ

)
1
q

(ρ′ − ρ)−2.

Let q be a constant such that µ1 > 0. By Lemma 5–6 of Chapter II in

[LSU], there exists a constant C8 > 0 such that if

y0 ≤ C8k
(r+1)(1+µ1)

µ1 K
− 1

µ1 ,

then limn→∞ yn = 0. So we have

‖u‖L∞(Q(ρ)) ≤

(

C−1
8 K

1
µ1

1

w(B(0, 2ρ′))

∫ ∫

Q(ρ′)
ur+1wdxdτ

)

µ1
(r+1)(1+µ1)

.

By the arbitrariness of ρ and ρ′, if u ∈ L
q(r+1)

loc
(Q,wdxdτ), then u ∈ L∞

loc(Q).

Therefore the proof of Lemma 2.3 is complete.

Lemma 2.4. Assume the same conditions as those of Proposition 2.1.

Let u be a nonnegative subsolution of (1.1) in Q. Then u is a function in

L∞
loc(Q).
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Proof of Lemma 2.4. Let 1
2 ≤ ρ < ρ′ ≤ 1. Let ζ be a piecewise smooth

function in Q(ρ′) such that 0 ≤ ζ ≤ 1, ζ(x, t) = 1 on Q(ρ), supp ζ ⊂ Q(ρ′),

and

|∇ζ|2 + |ζτ | ≤ 4(ρ′ − ρ)−2.

For l > 0, set ul = min{u, l}. Let δ > 0. We multiply the equation (1.1) by

u(ul + δ)rζ2, r > 0. By calculating it in the similar way to (2.4) and letting

δ → 0, we have

sup
−(ρ′)2<τ<(ρ′)2

∫

B(0,2ρ′)

ur+2
l

r + 2
ζ2wdx(2.13)

+

∫ ∫

Q(ρ′)
[ur

l |∇u|2 + rur
l |∇ul|

2]ζ2wdxdτ

≤ C1(1 + r−1)

∫ ∫

Q(ρ′)
[|c(x, τ)|2 + |d(x, τ)|2

+ |V (x, τ)|]u2ur
l ζ

2wdxdτ

+ C1(1 + r−1 + (r + 2)−1)

×

∫ ∫

Q(ρ′)
u2ur

l [|∇ζ|2 + ζ|ζτ |]wdxdτ.

In the similar way to (2.5) and (2.6), we have

∫ ∫

Q(ρ′)
|c|2u2ur

l ζ
2wdxdτ ≤ 4c2

1(σ1c3)
1
κ′

∫ ∫

Q(ρ′)
|∇(uu

r
2
l ζ)|2wdxdτ(2.14)

≤ 12c2
1(σ1c3)

1
κ′

∫ ∫

Q(ρ′)

[

(ur
l |∇u|2

+
r2

4
ur

l |∇ul|
2)ζ2 + u2ur

l |∇ζ|2
]

wdxdτ.

In the similar way to (2.8), for any ν > 0, we have

∫ ∫

Q(ρ′)
[|d(x, τ)|2 + |V (x, τ)|]u2ur

l ζ
2wdxdτ(2.15)

≤ νC4

∫ ∫

Q(ρ′)
|∇(uu

r
2
l ζ)|2wdxdτ

+ C3

∫ ∫

Q(ρ′)
u2ur

l ζ
2wdxdτ.
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By (2.13)–(2.15), if σ1 is sufficiently small such that

12C1(1 + r−1)c2
1(σ1c3)

1
κ′ <

1

2
,

3C1(1 + r−1)c2
1(σ1c3)

1
κ′ r2 <

1

2
,

(2.16)

then we take a sufficiently small ν > 0, and have

sup
−(ρ′)2<τ<(ρ′)2

∫

B(0,2ρ′)
ur+2

l ζ2wdx(2.17)

+

∫ ∫

Q(ρ′)
[ur

l |∇u|2 + rur
l |∇ul|

2]ζ2wdxdτ

≤ 2C ′
5

∫ ∫

Q(ρ′)
u2ur

l [ζ
2 + |∇ζ|2 + ζ|ζτ |]wdxdτ

for some constant C ′
5 > 0. Letting l → ∞, if u ∈ Lr+2

loc
(Q,wdxdτ), we have

sup
−(ρ′)2<τ<(ρ′)2

∫

B(0,2ρ′)
ur+2ζ2wdx +

∫ ∫

Q(ρ′)
|∇[u

r+2
2 ζ]|2wdxdτ(2.18)

≤
8C ′

5

(ρ′ − ρ)2

∫ ∫

Q(ρ′)
ur+2wdxdτ.

Therefore, by Lemma 2.2, if u ∈ Lr+2

loc
(Q,wdxdτ), then u ∈ L

(r+2)κ

loc
(Q,

wdxdτ).

By the definition of the solution of (1.1) and Lemma 2.2, u ∈ L2κ

loc(Q,

wdxdτ). Then, if σ1 is a sufficiently small constant so that the equali-

ties (2.16) hold with r = 2(κ − 1) > 0, we have u ∈ Lκ2

loc(Q,wdxdτ).

Repeating this argument, if σ1 is a sufficiently small constant, we have

u ∈ Lp

loc
(Q,wdxdτ), where p is a constant given in Lemma 2.3. By Lemma

2.3, we have u ∈ L∞
loc(Q), and the proof of Lemma 2.4 is complete.

Lemma 2.5. Assume the same conditions as those of Proposition 2.1.

Let u be a nonnegative subsolution of (1.1) in Q. Then for any p′ ∈ (0, 1+κ′

ε
],

there exist positive constants C and µ1 such that

‖u‖L∞(Q(ρ)) ≤

(

C
(ρ′ − ρ)

− 2
µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

(2.19)

for all p′ ≤ p ≤ 2 and 1
2 ≤ ρ < ρ′ ≤ 1.
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Proof of Lemma 2.5. For η ∈ (0, 1], we set ρn = ρ + η2−n(ρ′ − ρ).

We denote by ζn a nonnegative piecewise smooth function in Q(ρn) =

B(0, 2ρn) × (−ρ2
n, ρ2

n) such that ζn = 1 on Q(ρn+1), suppζn ⊂ Q(ρn), and

|∇ζn|
2 + |(ζn)τ | ≤ 22(n+1)/η2(ρ′ − ρ)2.

We multiply the equation (1.1) by ur
kζ

2
n, r = κ′

ε
. In the same way as in

Lemma 2.3, if σ1 is sufficiently small, then we have

‖u‖L∞(Q(ρ∞)) ≤(2.20)
(

C−1
8 K

1
µ1

1

w(B(0, 2ρ0))

∫ ∫

Q(ρ0)
ur+1wdxdτ

)

µ1
(r+1)(1+µ1)

,

where

K =

(

1

w(B(0, 2ρ0))

∫ ∫

Q(ρ0)
uq(r+1)wdxdτ

)
1
q

η−2(ρ′ − ρ)−2.

By Lemma 2.4, u ∈ L∞
loc(Q). By (2.3) and (2.17), there exists a constant

C9 > 0 such that

‖u‖L∞(Q(ρ∞))(2.21)

≤ C9‖u‖
1

1+µ1

L∞(Q(ρ0))

(

(η(ρ′ − ρ))
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
ur+1wdxdτ

)

µ1
(r+1)(1+µ1)

≤ C9‖u‖
(r+1−p)µ1+r+1

(r+1)(1+µ1)

L∞(Q(ρ0))

(

(η(ρ′ − ρ))
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)

µ1
(r+1)(1+µ1)

for any p ∈ (0, 1 + κ′

ε
).

Next we use the method of iteration with respect to η. Put ηs = 1 −
∑s

i=1 2−i+1, s = 1, 2, . . .. Set Qs = Q(ρ′ − ηs(ρ
′ − ρ)) and Xs = ‖u‖L∞(Qs).

Applying (2.21) to the pair of Qs ⊂ Qs+1, we obtain

Xs ≤ C9

{

2
2s
µ1 Xa−p

s+1

(ρ′ − ρ)
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

}
1
a

, s = 1, 2 . . .

where a = (κ′

ε
+1)1+µ1

µ1
. By the Young inequality, for any ν > 0, there exists

a constant C10 > 0 such that

Xs ≤ νXs+1 + C102
2s

µ1p

(

(ρ′ − ρ)
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

, s = 1, 2 . . . .
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Iteration of these inequalities yields

X1 ≤ νsXs+1 + C10

s
∑

i=1

νi2
2i

µ1p

(

(ρ′ − ρ)
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

.

Choosing ν = 2
2

µ1p
−1

and taking the limit s → ∞, we obtain the inequality

‖u‖L∞(Q(ρ)) ≤ C11

(

(ρ′ − ρ)
− 2

µ1

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

,

where C11 is a constant depending on p. So the proof of Lemma 2.5 is

complete.

Lemma 2.6. Assume the same conditions as those of Proposition 2.1.

Let u be a nonnegative supersolution in Q. Then then there exist positive

constants C and µ2 such that for any p ∈ (0, 1
κ
), there exists a positive

constant p′ ∈ ( 1
κ
, 1) such that

(

1

(w ⊗ 1)(Q(ρ))

∫ ∫

Q(ρ)
up′wdxdτ

)
1
p′

≤(2.22)

(

C(ρ′ − ρ)−2µ2

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
upwdxdτ

)
1
p

for all 1
2 ≤ ρ < ρ′ ≤ 1.

Proof of Lemma 2.6. Let v(x, t) = u(x,−t), (x, t) ∈ Q. In the same

way as in Lemma 2.4, we have

1

r + 1
sup

−(ρ′)2<τ<(ρ′)2

∫

B(0,2ρ′)
vr+1ζ2wdx

+
|r|

(r + 1)2

∫ ∫

Q(ρ′)
|∇[v

r+1
2 ζ]|2wdxdτ

≤ C1(1 + |r|−1)

∫ ∫

Q(ρ′)
[ (|c(x, τ)|2 + |d(x, τ)|2)vr+1ζ2 + |V |vr+1ζ2 ]wdxdτ

+ C1(1 + |r|−1 + (1 + r)−1)

∫ ∫

Q(ρ′)
vr+1[ |∇ζ|2 + ζ|ζτ | ]wdxdτ

https://doi.org/10.1017/S0027763000006978 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000006978


DEGENERATE PARABOLIC EQUATIONS 15

for r ∈ (−1, 0). Let −1 < r < 1
κ
− 1. In the same way as (2.9), if σ is

sufficiently small, then there exists a constant C12 > 0 such that

sup
−(ρ′)2<τ<(ρ′)2

∫

B(0,2ρ′)
vr+1ζ2wdx +

∫ ∫

Q(ρ′)
|∇[v

r+1
2 ζ]|2wdxdτ(2.23)

≤ C12

∫ ∫

Q(ρ′)
vr+1[ 1 + |∇ζ|2 + ζ|ζτ |]wdxdτ.

Here the constant C12 is independent of r. We remark that, by −1 < r <
1
κ
− 1, there exists a constant σ0 independent of r such that if σ ≤ σ0, then

the inequality (2.23) holds. By Lemma 2.2 and (2.23), we have

(

1

(w ⊗ 1)(Q(ρ))

∫ ∫

Q(ρ)
vκ(r+1)wdxdτ

)
1

κ(r+1)

(2.24)

≤

(

C13
(ρ′ − ρ)−2

(w ⊗ 1)(Q(ρ′))

∫ ∫

Q(ρ′)
vr+1wdxdτ

)
1

r+1

for some constant C13 > 0.

Let p be a positive constant such that p ∈ (0, 1
κ
). Let n ∈ N ∪ {0} such

that κnp < 1
κ

and κn+1p ≥ 1
κ
. Set ρj = ρ + 2−j(ρ′ − ρ) and

zj =

(

1

(w ⊗ 1)(Q(ρj))

∫ ∫

Q(ρj)
vκjpwdxdτ

)
1

κjp

, j = 0, . . . , n.

Applying (2.24) to the pair of Q(ρj+1) ⊂ Q(ρj), we have

zj+1 ≤ (C132
3(j+1)(ρ′ − ρ)−2)

1

κjp zj, j = 0, . . . , n.(2.25)

By (2.25),

zn+1 ≤ (C13(ρ
′ − ρ)−2)

1
p

∑n

i=0
1

κi 2
1
p

∑n

i=0
3i+1

κi z0,

and so there exist constants µ2 and C14 independent of p such that

zn+1 ≤ (C14(ρ
′ − ρ)−2µ2)

1
p z0.(2.26)

Furthermore, by (2.5),
(

1

(w ⊗ 1)(Q(ρ))

∫ ∫

Q(ρ)
vκn+1pwdxdτ

)
1

κn+1p

≤ c
1

κn+1p

3 zn+1.(2.27)

Since κn+1p ≥ 1
κ
, by (2.26) and (2.27), we obtain the inequality (2.22), and

so the proof of Lemma 2.6 is complete.

By Lemmas 2.5 and 2.6, we have Proposition 2.1.
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§3. Interior Harnack inequality

In this section we give the interior Harnack inequality for the degenerate

parabolic equation (1.1) by using Proposition 2.1. Furthermore, we obtain

some inequalities and prove the continuity of solutions of (1.1).

Theorem 3.1. Let Q ⊂ D. Assume (A1)–(A3) and (A4.a). Let u be a

nonnegative solution of (1.1) in Q. If σ ≤ σ1, then there exists a constant

C such that

sup
Q−

u ≤ C inf
Q+

u.

Here σ1 is the constant given in Proposition 2.1 and C depends only on N ,

λ, c0, ε, and D.

In order to prove Theorem 3.1, by Proposition 2.1 and the arguments of

[CS1,2,3], we have only to prove the following lemmas.

Lemma 3.2. Assume the same conditions as those of Theorem 3.1. Let

u be a nonnegative solution of (1.1) in Q. Then there exist positive constants

C1 and a such that

(w ⊗ 1)({(x, t) ∈ Q+ | log u(x, t) < −s + a})(3.1)

+ (w ⊗ 1)({(x, t) ∈ Q− | log u(x, t) > s + a}) ≤
C1

s
w(B(0, 1)).

Here the constant a depends on u.

Lemma 3.3. Let µ, C2, and θ ∈ [12 , 1) be some positive constants. Let

v be a positive function defined in a neighborhood of Q such that

sup
Q(ρ)

v ≤

[

C2

(ρ′ − ρ)µ(w ⊗ 1)(Q(ρ′))

∫

Q(ρ′)
vpwdxdτ

]
1
p

(3.2)

for all ρ, ρ′, and p such that 1
2 ≤ θ ≤ ρ < ρ′ ≤ 1, 0 < p < 2.

Moreover assume that

(w ⊗ 1)({(x, t) ∈ Q | log v > s}) ≤
C2

s
(w ⊗ 1)(Q), s > 0.(3.3)

Then there exists a constant γ such that

sup
Q(θ)

v < γ.(3.4)
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In the same way as in [CS1,2,3], we can prove Lemmas 3.2 and 3.3. There-

fore, we obtain Theorem 3.1.

Proof of Theorem 3.1. By Proposition 2.1, Lemma 3.2, and Lemma 3.3,

there exists a positive constant γ1 such that

sup
Q−

e−au < γ1.

On the other hand, applying Lemma 2.5 to the function v(x, t) = u−p(x, t),

p > 0, we see that the inequality (2.1) holds with u replaced by u−1. By

Lemmas 3.2 and 3.3, there exists a positive constant γ2 such that

sup
Q+

eau−1 < γ2.

Therefore, we have

sup
Q−

u(x, t) ≤ γ1γ2 inf
Q+

u(x, t),

and the proof of Theorem 3.1 is complete.

Proof of Theorem A. By Theorem 3.1, it suffices to prove that (A4.a)

holds. By (A4), for any α > 0, there exist an integer n and a sequence

{tj}
n
j=0 with −1 ≤ t1 < t2 < . . . < tn ≤ 1 such that

‖c(·, t) − c(·, tj)‖L2κ′ (Ω,wdx) ≤ α, tj ≤ t ≤ tj+1, j = 0, 1, . . . , n − 1.

Furthermore, for any j, there exists an L2(κ′+ε)(Ω, wdx)-function c̃j such

that

‖c(·, tj) − c̃j(·)‖L2κ′ (Ω,wdx) ≤ α.

Put

c̃(x, t) = c̃j(x, t), x ∈ Ω, tj ≤ t ≤ tj+1, j = 0, 1, . . . , n − 1.

Then we have

sup
−1<t<1

‖c(·, t) − c̃(·, t)‖L2κ′ (Ω,wdx) ≤ 2α.

This together with the arbitrariness of α implies the condition (A4.a). So

the proof of Theorem A is complete.
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Next we consider the inhomogeneous degenerate parabolic equation

∂

∂t
u =

1

ω(x)

N
∑

i,j=1

∂

∂xj

(

aij(x, t)ω(x)
∂

∂xi
u

)

(3.5)

+

N
∑

i=1

bi(x, t)
∂

∂xi
u − V (x, t)u + f(x, t),

in D, where f ∈ L∞((−1, 1) : Lκ′+ε(Ω, wdx)). Let Q ⊂ D and set

v = u + F, F = sup
−1<t<1

(

−

∫

B(0,2)
|f(x, t)|κ

′+εw(x)dx

)
1

κ′+ε

.(3.6)

Then we have

| − V u + f | ≤ (|V | + F−1|f |)|v|,(3.7)

and

sup
−1<t<1

(

−

∫

B(0,2)
[|V (x, t)| + F−1|f(x, t)|]κ

′+εw(x)dx

)
1

κ′+ε

(3.8)

≤ sup
−1<t<1

(

−

∫

B(0,2)
|V (x, t)|κ

′+εw(x)dx

)
1

κ′+ε

+ 1.

By (3.7) and (3.8), we apply the same argument as in the proof of Theorem

3.1 to the function v, and obtain the following theorem (see also [Se]).

Theorem 3.4. Let Q ⊂ D. Assume (A1)–(A3) and (A4.a). Let f ∈

L∞((−1, 1) : Lκ′+ε(Ω, wdx)). Let u be a nonnegative solution of (3.5) in Q.

If σ ≤ σ1, then there exists a constant C such that

sup
Q−

[u + F ] ≤ C inf
Q+

[u + F ],

where F is a constant given in (3.6). Here C depends only on N , λ, c0, ε,

and D.

Next, we give more general result than that of Theorem 3.1.

Theorem 3.5. Assume (A1)–(A3), (A5), and the following condition:

(A4.b) There exist a constant σ and measurable functions c and d defined

on D and such that
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(i) b(x, t) = c(x, t) + d(x, t) for almost all (x, t) ∈ D,

(ii) sup−1<t<1

∫

Ω |c(x, t)|2κ′

w(x)dx ≤ σc2, x ∈ Ω,

(iii) d ∈ L∞((−1, 1) : L2(κ′+ε)(Ω, wdx)).

Let u be a nonnegative solution of (1.1) in D. Let Ω′ be a convex subdomain

of Ω and set d = dist (Ω′, ∂Ω). Then there exists a constant σ2 = σ2(N, c0, ε)

such that, if σ ≤ σ2, there exists a constant C > 0 such that

u(y, s) ≤ u(x, t) exp

[

C

(

|x − y|2

t − s
+

t − s

k
+ 1

)]

,(3.9)

k = min{1, s + 1, d2},

for all x, y ∈ Ω′ and all s, t with −1 < s < t < 1. Here C depends only on

N , λ, c0, ε, and c2E(Ω), where

E(Ω) = sup
−1<t<1

∫

Ω
[|d(x, t)|2 + |V (x, t)|]κ

′+εw(x)dx.

Proof of Theorem 3.5. Let (x0, t0) ∈ D and ρ ∈ (0, 1
2) with Qx0,t0(ρ) ⊂

D. For any measurable function g defined on Qx0,t0(ρ), we set

g̃(y, s) = g(x0 + ρy, t0 + ρ2s), (y, s) ∈ Q.

Then ũ satisfies the degenerate parabolic equation

∂

∂s
ũ =

1

w̃(y)

N
∑

i,j=1

∂

∂yj

(

ãij(y, s)w̃(y)
∂

∂yi
ũ

)

(3.10)

+
N

∑

i=1

ρb̃i(y, s)
∂

∂yi
ũ − ρ2Ṽ (y, s)ũ

in Q. Then by (A4.b) and (A5),

sup
−1<s<1

−

∫

B(0,2)
|ρc̃(y, s)|2κ′

w̃(y)dy ≤
σ2

2κ′
.(3.11)

Furthermore, by (A5), there exists a constant C independent of x0 and ρ

such that

sup
−1<s<1

−

∫

B(0,2)
[|ρd̃(x, s)|2 + |ρ2Ṽ (x, s)|]κ

′+εw̃(x)dx(3.12)

≤
ρ2ε

2κ′+εc2
sup

−1<t<1

∫

Ω
[|d(x, t)|2 + |V (x, t)|]κ

′+εw(x)dx ≤ Cρ2ε.
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If necessary, we take a sufficiently small σ2 so that σ2 ≤ 2κ′

σ1. By (3.11)

and (3.12), we apply Theorem 3.1 to the function v, and obtain

sup
Q−

x0,t0
(ρ)

u ≤ C inf
Q+

x0,t0
(ρ)

u,(3.13)

where C is a constant independent of x0 and ρ. By (3.13), we apply the

same argument as in [Ms] to the function u , and obtain the inequality (3.9).

So the proof of Theorem 3.5 is complete.

By Theorem 3.4, we obtain the continuity of solutions of (1.1).

Theorem 3.6. Assume (A1)–(A3), (A4.b), and (A5). Let u be a so-

lution of (1.1) in D. If σ ≤ σ2, then there exist positive constants C and δ

such that

osc
Qx,t(ρ)

u ≤ C

(

ρ

ρ1

)δ(

osc
Qx,t(ρ1)

u + ρ
2ε

κ′+ε

1 ‖u‖L∞(Qx,t(ρ1))

)

(3.14)

for all 0 < ρ < ρ1 ≤ 1
2 with Qx,t(ρ1) ⊂ D. Here C and δ depend only on N ,

λ, c0, ε, and c2E(Ω).

Proof of Theorem 3.6. Let (x0, t0) ∈ D and ρ ∈ (0, 1
2) with Qx0,t0(ρ) ⊂

D. In the same way as in the proof of Theorem 3.5, ũ satisfies the parabolic

equation (3.10) in Q. Set

ũ+(x, t) = sup
Q

ũ − ũ(x, t), ũ−(x, t) = ũ(x, t) − inf
Q

ũ.(3.15)

Since ũ+ and ũ− are nonnegative functions, by (3.6), we apply Theorem 3.4

to the functions ũ+ and ũ−. Then there exists a constant C3 such that

sup
Q−

(ũ+ + F1) ≤ C3 inf
Q+

(ũ+ + F1),

sup
Q−

(ũ− + F2) ≤ C3 inf
Q+

(ũ− + F2),
(3.16)

where

F1 = | sup
Q

ũ| sup
−1<s<1

(

−

∫

B(0,2)
|ρ2Ṽ (y, s)|κ

′+εw̃(y)dy

)
1

κ′+ε

(3.17)

F2 = | inf
Q

ũ| sup
−1<s<1

(

−

∫

B(0,2)
|ρ2Ṽ (y, s)|κ

′+εw̃(y)dy

)
1

κ′+ε

.(3.18)
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By (3.12), (3.17), and (3.18), there exists a constant C4 such that

F1 ≤ C4| sup
Q

ũ |ρ
2ε

κ′+ε , F2 ≤ C4| inf
Q

ũ |ρ
2ε

κ′+ε .(3.19)

On the other hand,

1

(w̃ ⊗ 1)(Q−)

∫ ∫

Q−

(ũ+ + F1)w̃(x)dx ≤ sup
Q−

(ũ+ + F1)(3.20)

1

(w̃ ⊗ 1)(Q−)

∫ ∫

Q−

(ũ− + F2)w̃(x)dx ≤ sup
Q−

(ũ− + F2).(3.21)

By (3.16), (3.20) and (3.21),

osc
Q

ũ + F1 + F2 ≤ C3(osc
Q

ũ − osc
Q+

ũ + F1 + F2).(3.22)

Set θ = C3−1
C3

∈ (0, 1). By (3.22), there exists a constant C4 such that

osc
Q+

x0,t0
(ρ)

u ≤ θ

(

osc
Qx0,t0(ρ)

u + F1 + F2

)

(3.23)

≤ θ

{

osc
Qx0,t0(ρ)

u + C4ρ
2ε

κ′+ε

(

| sup
Qx0,t0(ρ)

u| + | inf
Qx0,t0(ρ)

u|

)}

.

By (3.23) and the arbitrariness of t0, we have

osc
Qx0,t0( ρ

3
)
u ≤ θ

{

osc
Qx0,t0(ρ)

u + C4ρ
2ε

κ′+ε

(

| sup
Qx0,t0 (ρ)

u| + | inf
Qx0,t0(ρ)

u|

)}

(3.24)

≤ θ

{

osc
Qx0,t0(ρ)

u + 2C4ρ
2ε

κ′+ε ‖u‖L∞(Qx0,t0(ρ))

}

.

By (3.24) and the similar way to the argument of Theorem 2.2 in [T], we

get (3.14), and so the proof of Theorem 3.6 is complete.

In the similar way as in the proof of Theorem A, we see that (A4) implies

(A4.b). Therefore, by Theorem 3.6, we have Theorem B.
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§4. Boundary Harnack Inequality

In this section we modify the argument of [Sa], and obtain the boundary

Harnack inequality of nonnegative solutions of (1.1).

Theorem 4.1. Let x0 ∈ ∂Ω. Assume that there exist a positive con-

stant r0 and an orthonormal system such that Ω∩B(x0, r0) is described as

(1.6) and (1.7). Assume (A1)–(A3), (A5), and the following condition:

(A4.c) There exist a constant σ and measurable functions c and d

defined on D such that

(i) b(x, t) = c(x, t) + d(x, t) for almost all (x, t) ∈ (Ω ∩ B(x0, r0)) ×

(−1, 1),

(ii) sup−1<t<1

∫

Ω∩B(x0,r0)
|c(x, t)|2κ′

w(x)dx ≤ σc2, x ∈ Ω,

(iii) d ∈ L∞((−1, 1) : L2(κ′+ε)(Ω ∩ B(x0, r0), wdx))).

Let u be a nonnegative solution of (1.1) in D vanishing continuously on

[∂Ω∩B(x0, r0)]× (−1, 1). Then there exists a constant σ3 = σ3(N, c0, ε,m)

such that, if σ ≤ σ3, there exists a positive constant C such that

u(x, t) ≤ Cu((x′
0, ϕ(x′

0) + r), s + 2r2),

s ∈ (−1, 1), r <
1

4
min{r0, 2

√

1 − |s|},
(4.1)

for (x, t) ∈ D ∩ {(x, t) ∈ RN+1 | |x − x0| < r, |t − s| < r2}. Here C depends

only on N , λ, c0, ε, m, and c2E(Ω ∩ B(x0, r0)).

Before starting the proof of Theorem 4.1, we introduce some notations. Let

Φ = {(x′, xN ) ∈ RN | 0 < xN < 8, |xi| < 4, i = 1, 2, . . . N − 1},

Φ′ = {(x′, xN ) ∈ RN | 0 < xN < 2, |xi| < 2, i = 1, 2, . . . N − 1},

Ψ = Φ × (−2, 2), and Ψ′ = Φ′ × (−1
8 , 1

8). Furthermore, we set

v(x, t) = u

(

(x′
0, ϕ(x′

0)) +
r

2
x, s + 8r2t

)

, (x, t) ∈ Ψ.(4.2)

Then v satisfies the following degenerate parabolic parabolic equation

∂

∂t
v =

1

w̃(x)

N
∑

i,j=1

∂

∂xj

(

ãij(x, t)w̃(x)
∂

∂xi
v

)

(4.3)

+

N
∑

i=1

b̃i(x, t)
∂

∂xi
v − Ṽ (x, t)v
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in Ψ. Here, by the assumptions of Theorem 4.1, the coefficients

{ãij(x, t)}N
i,j=1, w̃ satisfy the conditions (A1)–(A3), and (A5), respectively.

Furthermore, if necessary, we take a sufficiently small σ3 so that the condi-

tion (A4.b) holds with b replaced by b̃.

In the same way as in [Sa], we set

Qk,h,j =
{

(x′, xN ) ∈ RN

∣

∣

∣

∣

1

2k
< xn <

1

2k−1
,

h

2k−1
< xi <

h + 1

2k−1
, i = 1, . . . , N − 1

}

×

(

−
1

8
+

j

4k+2
,−

1

8
+

j + 1

4k+2

]

,

where k = 1, 2, · · ·, h = −2k−1, . . . , 2k−1 − 1, and j = 0, 1, . . . , 22k+2 − 1. By

Theorem 3.5, there exists a constant H1 such that

v(x, t) ≤ H1v(Pk,h,j), (x, t) ∈ Qk,h,j ,(4.4)

where Pk,h,j is the point whose coordinates are

xi =
2h + 1

2k
, i = 1, 2, . . . , N − 1, xn =

1

2k−1
, t = −

1

8
+

j + 1

4k+2
+

1

4k · 8
.

Moreover, if we consider for each k and each h = −2k−1, . . . , 2k−1 − 1, the

point Pk,h,j , with j = 2k+2 − 1, whose t−coordinate is 1
8 + ν

4k , we see, again

by Theorem 3.5, that

v(Pk,h,j) ≤ Hk−1
2 v(P ), P = (X0, T0) =

(

0, 2,
1

4

)

.(4.5)

By (4.4) and (4.5), we set H = max{H1,H2}, and obtain

v(x, t) ≤ H5k−1v(P )(4.6)

for all (x, t) ∈ Qk,h,j and all Qk,h,j . Furthermore, if (x, t) ∈ Qk,h,j, then

xN < 22−k.

Proof of Theorem 4.1. Reflecting v across xN = 0 as an odd function

of xN , we obtain a function ṽ, which is a weak solution of (4.3) in

Ψ̃ = {(x′, xN ) ∈ RN | |xN | < 8, |xi| < 4, i = 1, . . . , N − 1} × (−2, 2).
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Assume that P0 = (x0, t0) = (x′
0, x0N , t0) is a point in Ψ′ such that

v(P0) > H5h0v(P ), where h0 is a constant to be chosen later. Set

EP0 = QP0(2
2−h0), En

P0
= QP0(2

2−h0+2n),

where n is a positive integer to be chosen later. If necessary, we take a

sufficiently large h0 so that En
P0

⊂ Ψ. By (4.6), for any l ∈ {0, 1, . . . , n},

supEl
P0

v > 0 and infEl
P0

v < 0. So we have

| sup
El

P0

v | + | inf
El

P0

v | ≤ 2 osc
El

P0

v.(4.7)

By (3.24) and (4.7), there exist constants θ ∈ (0, 1) and C > 0 such that

osc
El−1

P0

v ≤ θ

(

1 + C2
1+

ε′(2−h0+2l)

κ′+ε

)

osc
El

P0

v(4.8)

for all l ∈ {1, 2, . . . , n}. By (4.8), we take a sufficiently large h0 so that

osc
(x,t)∈El−1

P0

v(x, t) ≤ θ′ osc
(x,t)∈El

P0

v(x, t), l ∈ {1, 2, . . . , n}

for some constant θ′ ∈ (θ, 1). So we have

osc
EP0

v ≤ θ′
n

osc
En

P0

v.(4.9)

Here we choose and fix n so that θ′−n > H10. Then by (4.9),

osc
En

P0

v > 2H5(h0+2)v(P ).

Since v is extended symmetrically across xN = 0, there exists a point P1 =

(x′
1, x1N , t1) ∈ En

P0
∩ Q such that

v(P1) > H5(h0+2)v(P ).

Furthermore, by (4.6),

0 < x1N < 2−h0 .

Repeating this argument, we see that there exists a point P2 =

(x′
2, x2N , t2) such that

v(P2) > H5(h0+4)v(P ), 0 < x1N < 2−h0−2.
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By induction, we obtain a sequence {Pm} such that

v(Pm) > H5(h0+2m)v(P ), 0 < x1N < 2−h0−2m.

We choose a sufficiently large h0 so that

t0 −
∞
∑

m=1

42n−h0−2m > −
3

2
, x0i −

∞
∑

m=1

22n−h0−2m > −3, i = 1, . . . , n − 1.

Then the sequence {Pm} is contained in a fix subcylinder of Ψ, and so this

leads to a contradiction. Therefore, there exists a constant C > 0 such that

v(x, t) ≤ Cv(P ), (x, t) ∈ Ψ′,

and the proof of Theorem 4.1 is complete.

In the same way as in the proof of Theorem A, we see that (A4) implies

(A4.c). Therefore, by Theorem 4.1, we have Theorem C.
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