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Introduction. This paper deals with questions of the following type. 
Problem (A) : Let F(x) be the nth integral of a positive non-decreasing function 
for all large positive x, the problem is to find a function/(x), being the nth 
integral of a non-decreasing function for all x (— °° < x < °°), with the 
property 
,.v -, s _$F(x), for all large positive x; 

\ 0 , for all large negative x. 

Problem (A) can be considered as a special case of the boundary value 
problems, which we discuss in §2. Roughly speaking, the question is here what 
values may be assumed by the nth integral of a monotonie function and its 
first n derivatives at the boundary of an interval. I t is no loss of generality 
to suppose the left-hand boundary values to be equal to zero as can be seen 
by subtracting a suitable polynomial. Then the solution of the problem 
directly depends on the solution of the reduced Hausdorff and Stieltjes moment 
problems, for the latter of which we give a new approach (§1). 

The method indicated leads in a simple manner to a complete solution of 
problem (A), depending on the behaviour of certain quadratic forms (§3). 
The main result of the paper consists of determining this behaviour for a 
large class of functions F(x), for which therefore problem (A) can be settled 
(Theorem 6). 

1. Some reduced m o m e n t problems. If a finite sequence/*„ (v = 0 , . . . ,n) 
is given, the reduced Hausdorff moment problem is to determine a non-
decreasing function ^(/) , 0 < / < 1, such that 

(I) /i, = JV<W0 (* = (>,...,»). 

The following result is essentially due to Achyeser-Krein (1; see also 3; 
5, pp. 29-30; 6, p. 77). 

THEOREM 1. A necessary and sufficient condition that the moment problem 
(I) should have a solution is that, in case n = 2m, both quadratic forms 

m m—I 

(1) 2 Vi+jXiXj, 2 G*<+/+1 — Mi+j+2) XfXj 
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should be non-negative, whereas in case n — 2m + 1, both quadratic forms 
m m 

(2) 23 ni+j+iXiXjy 23 fai+j "~ Mt-fi+l) X&j 
i, ; = 0 i, j=0 

should be non-negative. 

If a finite sequence /x„(i> = 0, . . . , n) is given, we also consider the reduced 
moment problem of determining a non-decreasing function yp{t), 0 < t < 7\ 
such that 

ai) M, = J V W ) 
with suitable T > 0. 

If (II) has a solution for a certain 7" = 7"o, then it also has for all T > 7V 
Replacing JU„ by ^ / T " and x*/T* by xt in Theorem 1 we obtain at once 

THEOREM 2. A necessary and sufficient condition that the moment problem (II) 
should have a solution is that for n = 2m or n = 2m + 1 respectively 

m m—1 m—1 

(3) 23 Vi+jXiXj > 0, 23 Vi+j+2Xi%j < 2"23 M*+m**x^ 
i, ;=0 *, ;=0 Î , ;=0 

or 
m m m 

(4) ^ Pt+j+ix&j > 0, 23 /i«+j4-iff<xj < 2"23 Vi+jXiXj 
i, j=0 i, j=0 i, j=0 

should hold for all values of xt and a suitable T > 0. 

COROLLARY. A sufficient condition is that for n = 2m or n = 2m + 1 
respectively the quadratic forms 

m m—1 

(5) 23 Vi+jXiXj, ]C Vi+j+iXiXj 
i, j = 0 i, ;=0 

or 
m m 

(6) 23 A**+*H*#* 23 Vi+jXiXj 
i,j=0 i,j=0 

should be positive definite, whereas a necessary condition is that they should be 
non-negative. 

It is worthwhile to point out the close connection between problem (II) 
and the reduced Stieltjes moment problem of determining a non-decreasing 
function ^(/) , 0 < / < » , such that 

(III) /z, = PVdiKO (v = 0 f . . . , n ) . 
«/o 

Necessary and sufficient conditions for the moment problem (III) to have a 
solution are due to Verblunsky (7), who based his argument on certain alge­
braic lemmas of E. Fischer. By means of Theorem 1 or 2 we are able to give a 
new and very simple approach, avoiding with Verblunsky the theory of 

https://doi.org/10.4153/CJM-1956-021-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1956-021-3


186 W. B. JURKAT 

continued fractions. This approach will also give us more detailed information 
about the solution. 

First we infer from Theorem 13b of Widder (8, p. 138) that a necessary and 
sufficient condition that the moment problem (III) should have a solution \f/(t) 
with infinitely many points of increase is that the quadratic forms (5) resp. (6) 
should be positive definite (cf 8, p. 6). The necessary part is trivial and the 
sufficient part follows by inductive definition of Mn+i, Mn+2, . . . . 

Now the Corollary to Theorem 2 shows that, if there is a solution of (III) 
with infinitely many points of increase, then there also is a solution of (II). 
If there is a solution of (III) with a finite number of points of increase (that is, 
a step-function with finitely many steps) the same conclusion is true. Con­
versely every solution of (II) also gives a solution of (III), such that the 
problems (II) and (III) are equivalent. The conditions of Theorem 2, now also 
valid for problem (III), are slightly different from those of Verblunsky and 
have the advantage of using only the known values juo, . . . , Mn-

With the help of a mean value theorem for systems of integrals (4, p. 97) 
we further see that, if there is a solution of (II), then there also is a solution 
of (II) by a non-decreasing step-function with finitely many steps. Hence, if 
(III) has a solution, then (III) even has a solution with a finite number of 
points of increase. Therefore the conditions of Theorem 2 also are necessary 
and sufficient for the moment problem (III) to have a solution \//(t) with a finite 
number of points of increase. 

Similar arguments can be used for the reduced Hamburger moment problem 

(IV) y.v = P tvd*(t) {v = 0, . . . , n). 
«/-co 

2. Some boundary value problems for functions with monotonie 
derivatives. We consider the following problem (B): Given real numbers 
cv{y = 0, . . . , n)> X, and T > 0, find a function / (x) , which is for X — T < 
x < X the nth integral of a non-decreasing function <f>(x) and satisfies the 
boundary value condition 

(B) f'\X - T) = 0, f'\X) = cr (, = 0 «), 

where f(n)(x) is to be identified with <t>(x) by definition. (For points of con­
tinuity f(n)(x) =<t>(x) holds by itself, and for other points f(n)(x), n > 1, is not 
defined a priori.) Besides (B) we introduce the problem (B') differing from 
(B) only in the possibility that T > 0 may be chosen suitably. 

If problem (B) or (B') has a solution, then for X — T < x < T and 
v = 0, . . . , n we have 

(7) fy\x) = J—-T-, f (x - t)—d4,(t); 
(n — v)\ JX-T 

in particular, 

(8) cf = l f (X - t)n-'d4>{t). 
(n — v)l JX-T 
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Conversely, if (8) holds with a non-decreasing function <t>(x), where we may 
assume <j>{X — T) = 0 without restriction, then 

(9) / ( * ) = i r (x ~ trd<t>(t) 
n\ JX-T 

is a solution of (B) or (B'). 
By a change of variables the condition (8) can be written in the form 

(10) v\c^, = j tvd*(t) (v = 0 , . . . , » ) , 

or 

(ii) v\cn-v/r= Ç tvd*(t) (v = o, . . . ,w) , 

with non-decreasing functions yp(t). 
Thus we have proved the following results: 

THEOREM 3. Problem (B) has a solution if and only if problem (I) has a 
solution with 

M„ = v\cn-v/T
v (v = 0, . . . , w ) . 

THEOREM 4. Problem (B') &as a solution if and only if problem (II) tos a 
solution with 

JJLV = v! cn_„ (y = 0, . . . , n). 

Explicit conditions can be taken from Theorems 1 and 2. 

3. Extension theorems for functions with monotonie derivatives. 
We now consider problem (A) at the beginning of this paper. A simple argu­
ment shows: 

THEOREM 5. Problem (A) has a solution if and only if problem (B') has a 
solution with 

cv= F™{X) (v = 0, . . . , n ) 

for all large positive X(X only denoting numbers, where F{n){X) exists). 

Explicit conditions can be taken from Theorem 2 by means of Theorem 4. 
We shall only use the special conditions of the Corollary of Theorem 2: 

COROLLARY. A sufficient (necessary) condition that problem (A) should have 
a solution is that for n = 2m or n = 2m + 1 respectively the quadratic forms 

(12) Z (* + j)\ F^-^iX) xiX], £ (i + j + 1)! F^-^-l\X) xfi, 
i, j=0 i, ;=0 

(13) £ (i + j + 1)! /r("-*->-1)(X) x(Xj, £ (* + j ) ! F("-*-fl(X) x(Xj 
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should be positive definite (non-negative) for all large positive X (X only denoting 
numbers, where F(n)(X) exists). 

In general it is rather difficult to decide whether the forms (12), (13) are 
positive definite or not. But there is a certain class of functions F(x) for 
which we can give a complete solution. These are the L-functions or logar-
ithmico-exponential functions in the sense of Hardy (2, p. 17). 

THEOREM 6. Necessary and sufficient that the problem (A) should have a 
solution for a L-function F(x) and n > 2 is that F(x)/xn should be non-decreasing 
for all large positive x. For n = 0, 1 there is always a solution. 

Proof. The existence of a solution for n = 0, 1 follows at once from the 
Corollary and the fact that F(n)(JT), F(*-»(X) are positive for X -> + » . 
From now on we may assume n > 2. Using the elementary properties of 
L-functions and our supposition on F(x), 

(14) Fn+1>(x) > 0, F<»(x) > e > 0, x -> + œ , 

we only have to discuss the following cases: 

(a) tf/ïw-i) (x) > Ô > 0, x -> + oo 

or 
n 

(b) F(x) =^7L(x), 0 < Ô <L(x) = o(logx), x - > + c o , 
n\ 

with the possibilities, for x —> + » , 

(bi) Z7(x) = 0, (b2) Z/(x) > 0, (b8) L'{x) < 0. 

We shall show that (A) has a solution in cases (a), (bi), (b2), where F(x)/xn 

is non-decreasing for x—» + «>, and that (A) has no solution in case (bs), 
where F(x)/xn is strictly decreasing for x —» + °° • All this together will prove 
the Theorem. 

Example. If F(x) = #TO + xn_1, problem (A) has a solution for n — 1, 
but no solution for n > 2. 

In case (a) we use the sufficient part of the Corollary and restrict ourselves 
to the form 

(15) Ê ^ # F ( n - ^ , ( Z ) x 1 . x „ 
i, ./=0 ^ 

where xiX
i is replaced by xf. We assume that (15) has its minimum value 

M(X) on SXf2 = 1 for xt = a^CY). I t is enough to show that M(X) > 0 
holds for X —> + œ, or for any sequence X = Xk —> oo such that x^X^)—>J< 
for i = 0, . . . , w, with 2f <2 = 1. 

For ^ = 0, . . . , n and X > x0 (x0 large enough) we have 

(16) F<*-W\X) = -7 f(X - x)vFin+1\x) dx+i {X ~ Xo)i: F(n-v+n(x0) 
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and therefore 

+ F(n)M(t(X~iXo)i^ + ocx-1). 

Hence, taking X = Xk and using (a), 

M(X) > | f ( £ (X~xy xXdx + 0{X~l) 

5 -A (X — x0)
t+'+ xtX) nrv~u 

>Xi2f=o i+j+1 XiTJ + 0{X > 

i, j-Qt+J + 1 
r%\ / m \ 2 

Since 
/ » l / m \ 2 

J 0 V Ç 0 ^ x / d x > 0 ' Z ^ ' = i 
we obtain Af (Jf*) > 0 for Xk -> + « . 

The same method can be used to show that the other forms in the Corollary 
are positive definite also. 

In case (bi), F(x) = cxn holds for x —» + oo with positive c. Then a solution 
of the problem (A) is given by the function 

f(x) = r00"' x>0> 
10, x < 0. 

In case (b2), instead of (16) we use the Leibniz formula 

(17) £ F->\X) = L(X) + g (" ~ ') L«\X) jgL-g 

for v — 0, . . . , n and X —> + «5, and the asymptotic formulae 

(18) XL'{X) = o(L(X)) 

and 

(19) X*LM(X) = ( - l ^ K f - 1)!XL'(X) + o{XL'(X)) 

for f = 1, 2, . . . and X —•> + <», which are consequences of (b) and Hardy 
(2, p. 37, line 5). From both together it follows for v = 0, . . . , n and X —> + 00 
that 

(20) £ F(w~y)(Z) = L(X) + yJ[L'(X) + o(XL'(X)), 
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where 

(21) 

Hence 

W. B. JURKAT 

\y" h \ f r l) (v + f)! 

= V(i-*r-(i-*)V 
Jo # 

*> = 0, . . . , n. 

dx 

M{X) = L{X)(jtJ **j + o(XL'(X)) 
(22) +«wX'{(5..(i - .>•)" - (i - *><§*<)'}! 
Now let 

m 

X = xk, £ f, * o. 
i=0 

Then 

M(X) = L ( X ) ( g $«)* + o(L(X))f 

and on account of (b) we get M(Xk) > 0 for Xk —> + oo. In the remaining 
case 

m 

E ? , = 0 
t=0 

(23) i f (X) > XL'(X) f1 ( f ) ^ (1 - x ) M 2 ^ +Po(XL'(X)). 

Ji 1 / wi \ 2 * m m 

(D««(i -*) ' ) f >o. Z ^ = o, l i ^ i , 
0 \ 1=0 / * i=o f==0 

( m > 1) 

we have for X = Xk 

Since 

we find M(Xk) > 0 for Xk —> + oo. The same method can be used to show 
that the other forms in the Corollary are positive definite also. 

In case (b3) we use the necessary part of the Corollary and show that the 
minimum M{X) of the form (15) on Xxt

2 = 1 is negative for X —• + oo. 
Taking £* with 

Z«i = o, £s<2 = i (m > 1), 

we obtain similarly to (22) and (23) 
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< XL'(X) f1 ( E ?< (1 - *))' T + o(XL'(X)) 

< 0, X -> + oo . 

This completes the proof of Theorem 6. 
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