
ON INTEGRAL FUNCTIONS HAVING PRESCRIBED 
ASYMPTOTIC GROWTH. II 

J. CLUNIE AND T. KOVARI 

1. One of the authors published in 1965 a paper with identical title (1), 
in which the following result was proved: 

THEOREM A. Let 4>{r) be increasing and convex in log r, with 

4>(r) •£ O(logr) ( r - > œ ) . 

Then there is an integral function f(z) such that as r —> oo 

(i) l o g M ( r , / ) ~ 0 ( r ) , 

(ii) r ( r , / ) ~ 0 ( r ) . 

In the present paper various improvements of this result will be discussed. In 
§ 2 we shall show that by a suitable modification of the original construction 
one can make sure that in addition to (i) and (ii) also 

(iii) N(r,l/(J-c))^<j>(r) ( r - > » ) 

is satisfied for every finite constant c. This improves a result of Edrei and 
Fuchs (2). In § 3 we use a different construction to prove that (i) can be 
replaced by 

(1.1) | logM(r, / ) - * ( r ) | < | log r + log 3. 

In § 4 we show, by means of an example, that (1.1) is essentially the best 
possible. Finally, in § 5 we prove that if <j>(r) satisfies an additional condition, 
then the right-hand side of (1.1) can be replaced by a constant. 

2. In this section we shall prove the following theorem. 

THEOREM 1. Let <t>(r) be any real function of r which is increasing and convex 
in log r and such that </>(r) ^ O ( l o g r ) (r —><»). Then there is an integral 
function f(z) satisfying (i) and (ii), i.e. 

log M(r,f) — <t>(r) (r -> » ), 
T(r,f) ~<l>(r) ( r-»oo), 

and also (iii), i.e. 

(2.2) N(r,l/(f-c))~T(r,f) ( r - » » ) 

for any finite constant c. 
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8 J. CLUNIE AND T. KÔVARI 

In (1) it was shown that there is an integral function g(z) satisfying (2.1). 
The series for this function has non-negative coefficients and for large r the 
series is dominated by at most three terms relative to the maximum term. 
This means that 

oo 

g(z)=2>K2", 
0 

where bn > 0 (n > 0) and to each r > 0 there corresponds three integers 
n\, n2, nz, such that 

g{z) = bni z
n' + nm zn* + nnz zn* + o(n(r, g)) (r -> œ , \z\ = r). 

For some values of r it may be possible to absorb one or two of the displayed 
terms in o(ti(r, g)). In the context of (1) the question did not arise as to 
whether or not each non-zero term of the series of g (z) became in turn the 
maximum term. However, for our present purposes it is an advantage for 
g{z) to have this property. We can in fact assume that it does have this prop­
erty without loss of generality, since if it did not, then non-zero terms which 
do not become maximum terms for any value of r could be dropped from the 
series and the resulting function would still satisfy (2.1). That this is so is 
clear from the proof of (1, Theorem A). 

We shall arrive at a function/(js) satisfying both (2.1) and (2.2) by dropping 
certain terms from the series of g(z). In what follows we shall relate the 
relevant asymptotic behaviour of this/(z) to log/x(r, g). It is obvious, from 
the nature of the series of g(z), that log M(r, g) ~ log fj,(r, g) (r —» œ ) and 
consequently this will not affect the validity of our results. 

Let 

oo 

1 

satisfy (2.1) and suppose that^4xn > 0 (w > 1) and that^4\n r
Xn is the maximum 

term of g(z) for rn < r < rn+i (n > 1). Since each term of the series of g(z) is 
in turn the maximum term, it follows easily that when r satisfies rn < r < rn+i 

the sequence {A\vr
K»}y>1 is non-decreasing for v < n and non-increasing for 

v > n. For each r > 0 we let Jr be a set of three integers which includes the 
suffices n of the ranks \n of the dominant terms of g(z) for \z\ = r. In parti­
cular we define, for each r > 0, JT to consist of three integers such that if 

CO 

n G Jr and v (? JT, then A\n rXn > A\vr
Xv. S i n c e ^ A \ n r^n is dominated by three 

l 

of its terms at most relative to the maximum term, as r —> oo it follows that 

max — 7— - 1 = 8n —> 0 (n —> œ ). 

rn<r<rn+i M (/> g) 
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If \n is the central index of g(z) for \z\ = r, then Jr will consist of three of 
the integers n — 2, n — 1, n, n + 1, n + 2. 

We have, for n > 2, 
.An ^ _ ! / - 1 J = 1 (r = rn)f 

^ r * » * < 1 <T>rH), 
and 

^xn+] r*"*1 ( = 1 (r = rn+1), 
AXnr

Xn 1 < 1 ( r < r * f i ) . 
Hence for w > 2 there is a (unique) value pn satisfying rn < pw < rw+i such 
that 

4x„-i P*Xn_1 = -4xn+i P»XB+1 = Kn, say. 
Observe that in rn < r < pn we have -4x„_i rXn_1 > AXn+1 rXn+1 and in 
Pn < r < rw+i we have ^4xn+1 ^

Xn+1 > A\n_x r*»-1. Hence, from the monotonie 
nature of {A\v r

x"}y>i, it follows that for rn < r < pw the set Jr contains n — 1 
and w and for pn < r < rw+1 the set J"r contains w and n + 1. Therefore, for 
w > 2 and r satisfying pw < r < pw+1 the set / r contains n and « + 1. 

Let A\n rn
Xn = y\n (n > 1) and define two complementary sets I\ and 72 of 

the integers n > 2^as follows: n £ Ii \l 

Kn > [Vôn + l/(log r)n)] AXn Pn
x» 

and n Ç I2 otherwise. We now define a subsequence {/x„} of {X„} recursively 
in the following manner. Take m = Xi and suppose that /xi, /x2, . • . , p.v have 
been specified. Suppose p.v = Xn. Define /z„+i = Xw+i if w + 1 f J2 and 
fiv+i = \n+2 if n + 1 G A. It is clear that the subsequence /x„ does not omit 
two consecutive X„'s. We shall show that the function 

CO 

satisfies both (2.1) and (2.2) of Theorem 1. 

LEMMA 1. f(z) satisfies (2.1). 

Consider first of all those intervals [rnt rn+i] such that X̂  occurs in the 
subsequence {/*„}. Clearly the proof of (1, Theorem A) is applicable to f(z) 
in such intervals and so 

T(r,f) 
log M(r f)\"'l0g ^r'ft = l 0 g M ^ ' ^ (rn <r < rn+u r->co). 

Consider now those intervals [rn, rn+i] such that \n does not occur in the 
subsequence {/*„}. As we have already pointed out, {/x„} cannot omit two 
consecutive X„'s and hence in this case Xn_i, \n+i both occur in {/*„}. From the 
construction of {/*„} it follows that n G I\ and so 

A n X n - 1 A X n + 1 -J 

(2-3) — ; x7" = ~" x~" > VK + A X n „ X n A X n n
X n U log 77/ 
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X» ^ V ^ + T~~ (rn < r < pn) 

AXn rXn log T,W 

(pw < r < r n + i ) 

Hence 

and 

From the monotonie nature of {A\vr
x»}v^i and the definition of Jr we see 

that JPn consists of Aw_i, \„, \n+\. Therefore, by the definition of 5W, 

(2.4) ( E + Z j ^X, Pn" < on AXn Pn
X\ 

The series for f(z) contains A\n_1 z^n~l and ^4xn+i *
Xn+1 and all its terms, with 

the exception perhaps of A\n_2 z^'2 and A\n+2 2Xn+2, are contained in 

( Z + Z ) A. 
W<w-2 y>w+2/ 

Consider the interval [rn, pn]. For rn < r < pw the sum of the terms of 
f{r) with at most three exceptions is not more than 

\v<n-1 v>n+2/ 

For this sum we find that for rn < r < pw, 

Z + Z x̂,rx* £ 4xyF Z x̂, 
y<rc—2 v>n+2 v<n-2 y>7?+2 

Z ^X,*ra " Z ^X,Pn " 
^ v<n-2 »>??.+2  

J - r X n _ 1 /K n X n _ 1 

< K + V̂ n» 
where we have used the fact that A\n_Y r^-1 = }i(rn, g) and that JTn cannot 
contain any v < n — 2 in the first estimate, and (2.3) and (2.4) in the second. 
Consideration of the interval [pw, rn+i] in a similar fashion shows that the 
series for/(z) with at most three terms omitted when compared with n(r,f) 
satisfies the bound given in (2.5). 

Hence the series of f(z) relative to its maximum term is dominated by at 
most three of its terms. Therefore, as in (1), 

logAf( r , / ) \ i , ,x / x 

To complete Lemma 1 it only remains to show that 

(2.6) log n(r,f) ~ log/*(r , g) (r-*«>). 
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We consider r —> oo with rn < r < rw+i. If \n occurs in the subsequence {/*„}, 
then the result is obvious. If \n does not occur in the subsequence /*,, then 
Aw_i, Xn+i do occur and (2.3) is satisfied. In this case 

(2.7) AXn_, r**-i > /i(r,/)/(log ^ ) (rn < r < p j 

and 

(2.8) AXn+1 r̂ »+i > M(r,/)/(log ^ ) (Pw < r < rw+1). 

Since log log rjn = o(logn(r,f)) (rn < r < rn+1, r —><»), we see that (2.7) and 
(2.8) give (2.7) as r —> œ through values under consideration. 

This completes the proof of Lemma 1. 

LEMMA 2. 77ze sm'es 0/ f(z) relative to the maximum term is dominated by 
at most two terms. 

We consider first of all r —> œ through values rn < r < rw+i, where \n does 
not occur in the subsequence {/*„}. We deal separately with rw < r < pw and 
pn < r < ^+i- From the proof of Lemma 1 it follows that what we have to 
show is that if Xw_2 occurs in {/z„}, then 

(2.9) AXn_2 rx»-»//*(r,/) -> 0 (rn < r < p», r -> « ), 

and if Xn+2 occurs in {/x„}> then 

(2.10) AXn+2 rx«+*//*(',/) -> 0 (P« < r < r»+i, r -* « ). 

If Xw_2 is in {//„}> then, since Xw_i is also in {̂ „}> w e see> from the construction 
of {/z„}> that 

A Xn-2 1 

so that, as pB_i < rB, 

From this inequality, (2.9) follows. In a similar manner if Xn+2 occurs in 
{/*„}» then 

/I ^n +2 1 

^X n +2 Pn+1 ^ /* , l 

A n X » + 1 < A / 5 " + 1 + IOC 77 J . 1 

^ X n + l P w + 1 ^ g 97n+i 

and so, as pn+i > rn+ll 

From this inequality (2.10) follows. 
We consider next r —» °° through values rw < r < rw+i, where Xn occurs in 

the subsequence {/*„}. Again we deal separately with the cases rn < r < pw 
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12 J. CLUNIE AND T. KOVARI 

and pn < r < rn+i. Consider rn < r < pw. Suppose at first that Xw_i does not 
occur in {/z„}. As was pointed out earlier in rn < r < pw, two of the three 
largest terms of g(r) are A\n_1 rXn_1 and 4̂xn

 fXn- I n the present case, when 
we are assuming that \n occurs in {/*„} but Xw_i does not, it follows that as 
r —•» oo (rn < r < pn) there can be at most only one other term of f(r) com­
parable with /x(r,/). Thus in this case the series for /(f) is dominated by 
at most two terms. 

Suppose now that rn < r < pn and both Xw_i and X̂  occur in {/x„}- I n this 
case we have 

A Xn +1 i 
^Xn-H Pn - - . J-< Vôn + 

and so 

(2.11) ^Xn+1 r
x»« = o(ji(r,f)) (r -» oo, fn < r < p„). 

From (2.4), 

(2.12) S AXrr
x> = o(»(r,f)) (r - • » , r„ < r < Pn). 

v>n+2 

From (2.11) and (2.12) it follows that the only possible term of f(r) other 
than A\n_1 rXn_1 which is comparable with n(r,f) as r —> oo (rw < r < pn) in 
the present case is A\n_2 rx»-2, if this in fact does occur in the series of f(z). If 
it does not, then we have the required result at once. If it does, then (2.9) 
shows that A\n-2 rXn~2 is small relative to n(r,f) as r —̂  OO under our present 
assumptions. Note that (2.9) is valid provided X„_2, \n-i occur in {p,p}. Hence 
we obtain the required result in this case also. 

Similar considerations give the result as r —> oo with p.n < r < rn+i and Xn 

occurring in {/*„}• 
Hence the proof of Lemma 2 is complete, since we have shown it to be 

true in all possible cases. 

LEMMA 3. Let h(z) = ^bnz
Vn be an integral function such that each term is 

in turn the maximum term and relative to its maximum term the series for h (z) 
is dominated by at most two terms. Then for any finite c, 

N(r, l/(h - c) ~ T(r, h) (r -> oo ). 

Let \bn\r
Vn be the maximum term for rn < r < rn+1. Define of

nj <r"n by 

^' ' \KWV" 2 ' \hnW^ 2-

Since the series is dominated by at most two terms when n is large, we 
have <r'n < <J"n. In <j'n < r < a"n when n is large, the only other terms apart 
from \bn\r

n that qualify as dominant terms are \bs-i\r
Vn-1 and \bn+i\rVn+l. Since 

there is only one such other term, it follows from (2.13) that 

\h(z)\ > M(r, h)[l - i + o(l)] (\z\ =r, af
n<r< a"n). 
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When Y is large enough as above, i.e. <rf
n < r < a"n, then 

(2.14) ± C\og\h{rei9)\ de = ~- ( log+\Hrete)\ de 
Z7T • / 0 ^TT *^ 0 

= T(r, h). 
Now 

(2.15) tf(r, l / ( * - , )) = p ( U / ( ^ - c ) ) - , ( 0 , l / ( ^ - C ) ) ^ 

+ »(0, l / ( f t - c ) ) logr 
and so, by Jensen's theorem, 

1 r 2 r 

N(r, l/(h -c))=~ I log\h(reie) -c\dd + 0(1). 

Clearly h{z) — c satisfies the same conditions as h(z) when \z\ = r is large 
and hence, from (2.14), 

(2.16) N(r, l/(h - c) = T(r, h - c) + 0(1) 

= r ( r , f t ) + 0 ( l ) 

provided <J'W < r < crr/
w. 

I t is known (4, p. 280) that there is a constant a such that 

(2.17) N(r, l/(h - a)) ~ 7\r, A) (r -> « ). 

Consider o-"n < r < <r'n+i* If w is large enough, then both h(z) —a and 
h(z) — c have vn zeros in \z\ < o-"n and vn+i zeros in |s| < a'n+i. Therefore, 
from (2.15), for G" n < r < 

(2.18) |iV(r, 1/(A - a)) - JV(r, l/(ft - c))\ < fo+i - vn) 

X l o g ( e r W * " » ) + 0 ( l ) . 
Now 

|&w+l |<r"w
 W+1 _ \ _ V>nWn+in 

or 

(2.19) (vn+1 - *n) log(cr/
Jl+i/(r,/

n) = log 4. 

From (2.16), (2.17), (2.18), and (2.19) we obtain Lemma 3. 

From Lemmas 1, 2, and 3 we arrive at the result of Theorem 1. 

3. In this section we prove the following theorem: 

THEOREM 2. Let <f>{r) be an increasing and logarithmically convex function 
defined and positive for r > 1, subject to the condition that for every n > 0, 

(3.1) * ( r ) A " - * » (r->«>). 

https://doi.org/10.4153/CJM-1968-002-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-002-1


14 J. CLUNIE AND T. KOVARI 

Then there exists an entire function f(z) with positive coefficients such that for 
r > 9/5, 

(3.2) V ( 3 V r ) < 4>(r)/M(r,f) < 3Vr. 

Proof. <t>*(r) = \\/r <f>(r) satisfies the same conditions as 4>(r)- Therefore 
we can represent log <f>* (r) by 

log <t>*(r) = log**(l) + V^dp, 
J 1 P P 

where \p(p) is a positive increasing function and, by condition (3.1), 

Hmp^coiA(p) = oo. 

We write nQ = [^(1)], rm = p0 = 1. For n > w0we define the sequence {rn} by 

4,(rn - 0 ) < n < *(rn + 0). 

{rn\ is an increasing sequence. We shall now define the sequence nm (and 
the sequence pm = rnm) by recursion. 

First we introduce the notation 

J T» P 

J Tu P 

(? > M). 

dp 

Suppose now that nm is already defined. For a given positive number c > 1 
we define lm and km such that 

, 3 3N h(nmJm) < log c < h(nm,jm + 1), 
d(»ro, *ro) < log c < d(nm, km + 1), 

and we define nm+i by 

nm+1 = max{jw, * 
+ 11-

We note that nm+i > nm and that pw+2 > pm. We define the positive numbers 
cm by 
(3.4) log cm + ?zm log pm = log <£*(pm). 

We shall prove that 
CO 

ra=0 

is an entire function which has the desired property. We now write 

L(r) = logcm + nm\ogr. 
For r < pm, 

log **(r) - k(r) = rnm~Hp)dp > 0 
*/r P 
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is a decreasing function of r, while for r > pm, 

log **(r) - L(r) = rHp)~nmdp > 0 
J Pm P 

is an increasing function of r. Hence (taking (3.4) into account), 

(3.5) lm(r) < log**( r ) 

with equality for r = pm. Hence, for every n and m 

^m\Pm) ^ l"n\Pm)' 

Hence the central-index and maximal-term of f(z) are given by 

v(Pm,f) = nmj 

log[i(pm,f) = max„/n(pOT) = lm(pm). 

For every m, there exists a o-m such that 

< <rw < p m + i 

and 

Then, clearly, for o-m_i < r < am, 

(3 6) ^ r ' ^ = Umj 

log/x(r,/) = maxn/„(r) = /OT(r). 

We shall now prove a few lemmas. 

LEMMA 4. 

0 < log </>*(r) - log /z(r,/) < max{log r, log c). 

The first inequality is an immediate consequence of (3.5) and (3.6). To 
prove the second inequality, we assume that pm < r < pm+i. 

(i) Suppose first that nm+i = nm + 1. For pm < r < <rm, we find that 

(3.7) log 4>*(r) - log M(0 = log **(r) - 4(f) = f ^ " Wm <*P 

< f 1tm¥l~UmdP = logr - logPm < logr. 
J Pm P 

Making use of (3.7), for <rm < r < pm+i, we find that 

log 4>*{r) - log p (r) = log 0*(r) - Z«+i(r) 

= p + 1 ^ H - i - ^ ( p ) J | / < r - + i n m + 1 ~ ^ ( P ) ^ 
J r P (̂rm P 

= log 0*(crTO) - log p(crm) < log crw < log r. 
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16 J. CLUNIE AND T. KÔVARI 

(ii) Suppose now that nm+i = j m . Then in view of (3.3) and (3.4) we have 
that 

(3.8) log **(r) - log M(r) < log **(r) - lm+1(r) 

= log <£*(r) - {^m+i log r + log cm+i} 

= log <j>*(r) - {nw+i log pm+i + log cm+i} 

+ nm+i(\ogPm+1 - logr) 

= log <£*(r) - log 0(pro+i) + nm+1(log pm+i - log r) 

= A («m, WTO+I) = Hnm,jm) < log c. 

In the same way one proves that (3.8) holds also in the case nm+i = km. 
This completes the proof of the lemma. 

COROLLARY. For r > c, 

(3.9) 0 < log **(r) - log M(r , /) < log r. 

LEMMA 5. With the notations H(m,p) = h(nm,np), D(m,p) = d(nm, np) • 
(w < p)> we have the following inequalities: 

(i) Z>(m, s) > Dim, p) + D(p, s)\ f o r m < i ? < s 

(ii) Him, s) > Him, p) + Hip, s)j m < P < s' 
,o i m (iiO Dim, m ^2) > log £, 
^* 1 U ; (iv) Him, m + 2) > log c, 

(v) D im — 2k — 1, m) ^ D im — 2k, m) > & log c, 
(vi) i l (w, ra + 2& + 1) > £>(w, m + 2k) ^ k log c. 

Proof of (i). 

Jp 

= PW_=_^ ^ + p UèLz** dp + (np _ nm) (log A _ log Pp) 
*J Pm P *> PP P 

>Dim,p) +Dip,s). 

Proof of (iii). From nm+2 > rcw+i + 1 > &m + 1 and pm+2 = r„TO+2 > r*w+i 
it follows that 

D(m,s) = 
Pw 

• 'pm P ^ r „ m P 
Jp 

+ l ) > l o g c (by (3.3)). 

(ii) and (iv) are proved in a similar way. (v) and (vi) are immediate conse­
quences of (i)-(iv). 
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LEMMA 6. 
nm-2k-l nm~2k 

Cm—2k—l Pm . Cm-2k Pm . -k 
< < C , 

Cm Pm Cm Pm 

^O.llj nm+2k+l nm+2k 
Cm+2k+l Pm . Cm+2k Pm . -k 

Wm nm 

^m Pm ^m Pm 

In fact, 

l o g ~ i _ ^ n = l o g Cj - % Cm + Uj l o g p m - WTO l o g pm 

Cm Pm 

«/log pw - log py) + (log Cj + Uj log Pj) - (log cm + nm log pm) 

«/ log pw - log pj) + log </>*(py) - log 4>*(pJ 

- X 
Pj

 ^ ( P ) - WJ j = i _ P ^ w) if j < m, 
Pm P P \-H(mJ) iij>m, 

and thus (3.11) follows immediately from (3.10). 

LEMMA 7. For pm < r < pm+i we toe 

0 < / ( r ) - 1 ^ 1 ^ + cMrw- + Cm+lf»-.+i + Cm+2r»-.+»} < [ 4 / ( c - l ) M r f / ) . 

In fact, in view of the previous lemma, 

m+2 m—Z oo 

0 < / ( 0 - E c,r"' = £^ K "+ ^ c,r»' 
v=m— 1 »'=0 v = w + 3 

m—2 n co n 
^ nm V*^ ^ " P ^ i nm+i \T^ Cv Pm+\ 

<cmr x ^—;r„ + c»+ir 2- : ^ 
» - 1 Cm p m "=m+3 Cm+i pm+i 
oo oo 

< < , f " " Z 2 . c* + cm+1 r
nm+1Z 2 • c-k 

k=l k=l 

= (cnr + cm+i r ) 1 < ^ _ j 

as stated. 

COROLLARY. 

(3.12) M(r , /) < / ( r ) < [4 + 4/(c - l)Mr,f) = [4c/(c - l)]/i(r, /) . 

Now we can complete the proof of Theorem 2. From (3.12) we obtain 

(3.13) (c - l ) /4c < M(r)//(r) < 1. 

On the other hand for r > c we obtain from (3.9) the inequality: 

(3.14) l < * * ( r ) / / u ( r ) < r . 
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From (3.13) and (3.14) we obtain immediately that 

(c- l ) / 4 c < 0 * ( r ) / / ( r ) < r, 

(3.i5) y -IT" vw < 7w < y ^rr vr. 
The substitution c = 9/5, 0(r) = (3/V>)«*(r) now gives (3.2). 

4. In this section it will be convenient to make use of the following result 
of P. Erdôs and one of the authors. 

LEMMA 8 (3, Theorem 1). For every entire function j\z), there exists an entire 
function F{z) with positive coefficients and with the property 

\ < M(r,f)/F(r) < 3. 

To show that (3.2) is essentially best possible we shall prove 

THEOREM 3. There exists a function 0o(f) satisfying the conditions of Theorem 
2, and having the property that for every entire function f(z) 

(4.1) lim sup 
log \/r 

l o g ^ 0 

M(rJ) 
> 1. 

Proof. Let r0 = 0, rn = 2nl for n > 1, and let 

Mr) = rn^ = An rn^ for rn < r < rn+1. 
ri r2 . . . rn 

(The function 4>o(r) defined here is of very slow growth, but by a slight modi­
fication of the construction we could obtain functions of arbitrarily fast 
growth which have the same property). Clearly, </>o(r) satisfies the conditions 
of Theorem 2. Suppose now that for this function (4.1) is false, and that for 
some entire function/(s), e > 0, and r > R0, we have 

logfe0(r)/M(r,/)] < ( | - e) log r. 

Then, by Lemma 8, we could also construct an entire function with positive 
coefficients 

oo 

F(z) = *£ (hi zn, say, 
0 

such that for r > Ri 

(4.2) log[4>o(r)/F(r)] < J ( l - e)logr. 
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Hence, for rn < r < rn+i, 

ria^)<F{r)/{Anrn+i)<ria.^ 

oo oo 

/A o\ X"* m—n~- V""* m—n—\( i \m—n—\ 

(4.3) 2-u amr = 2 ^ a™ rn+i 2(r/rn+1) 
m=n+l m=n+l 

< (r/rre+1)è An rnJ
a~f) = ,4„r*rK +r ' è , 

m=0 m=0 

< irjrf Anrn
ia~c) = An r,1^' r"*. 

Adding these two inequalities, and using the first inequality of (4.3), we 
find that 

An r~kl-e) < Ë a» rm"W"è < 4» r* r w + r | e + An rn^ r"*, 
ra=0 

(4.4) r" | (1-e) < r* /vn~°€ + fn~h r~\ 

r*e < r • rw+r^e + rn
1_*€. 

Let log r = (log rn)% (log rn+i)*. Then 

ÎSLSai = logrr = v 7 T T > 2 
log r log rw e 

if w > ^o(e). Also, for n > Wi(e), rïïe > rn
ïe > 2. Hence, for n > n2(e), 

2 r r*« < r < fn+1*« and 2rn
1-*e < r„ < r*« 

so that 

r-rw+i-*e < |r*€ and fn1"*6 < | r e 

and finally 

which contradicts (4.4). Hence (4.1) is proved. 

5. THEOREM 4. Let <j>(r) be an increasing and logarithmically convex function 
defined for r > 1. <£(r) can be written in the form 

4>{r) = 0(1) exp Ç^-dp, 

where \f/(p) is a positive increasing function. We also assume that for some c > 1 
and every r > 1 

(5.1) Her) - *(r) > 1. 
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Then there exists an entire function f(z) with positive coefficients and such that 

r* 9 \ V(c - 1) <j>{r) 2c 
{ô-2) 2c < M{r,f) < V(c - 1) * 

Proof. <f>*(r) = [2/(\/c — l)]<l>(r) satisfies the same conditions as <t>(r), and 
we have 

log **(r) = log 0*(1) + r^-dp. 

It is an immediate consequence of (5.1) that 

limp_>co^(p) = oo. 

We shall show that the function f(z) constructed in § 3 has the desired prop­
erty. It is a consequence of (5.1) that 

(5.3) rn+1/rn < c. 

Now we can replace Lemma 4 by 

LEMMA 4*. 0 < log <t>*{r) — log ju(r,/) < log c. 

It is only necessary to consider the case when nm+i — nm + 1 and 

Then in view of (5.3) we have, as in (3.7), 

log <£*(r) - log n(r) < log r - log pm < log pm+i - log pw 

= log rnm+1 - log rnm < log c, 

as stated. I t follows immediately that 

(5.4) l < 0 * ( r ) / / x ( r ) < c. 

From (3.13) and (5.4) we obtain 

4c < fir) < ' ' 

V(c ~ 1) < [2/V(c - l)]0*(r) < _ _ & 
2c ^ / ( r ) ^ V(c - 1) ' 

which proves (5.2). 
REFERENCES 

1. J. Clunie, On integral functions having prescribed asymptotic growth, Can. J. Math., 17 
(1965), 396-404. 

2. A. Edrei and W. H. J. Fuchs, Entire and meromorphic Junctions with asymptotically prescribed 
characteristic, Can. J. Math., 17 (1965), 383-395. 

3. P. Erdôs and T. Kôvari, On the maximum modulus of entire functions, Acta Math. Acad. 
Sci. Hungar., 7 (1957), 305-312. 

4. R. Nevanlinna, Eindeutige analytische Funktionen, 2nd ed. (Berlin, 1953). 

Imperial College, London 

https://doi.org/10.4153/CJM-1968-002-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-002-1

