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This paper contains the complete classification of the finite p-groups G where
p is an odd prime, G is generated by two elements, and the commutator subgroup
of G is cyclic.

These groups are a special kind of two-generator metabelian group, a class
that has been studied by Szekeres (1965). He determined the defining relations of
such groups but, as he noted, a “‘residual isomorphism problem’’ remains. The
cyclic commutator groups are simple when considered from this first point of view;
they have a short, easily derived set of defining relations. However, the isomor-
phism problem is a bit complicated for the defining relations contain nine par-
ameters and each of these parameters might and can be an invariant of the group.

One particular type of cyclic commutator group, the metacyclic, has been
classified. This was done by Basmaji (1969).

I am indebted to Professor Szekeres for his helpful comments, criticisms, and
suggestions on this paper.

The following notation will be used throughout this paper: (a, b, ¢, m, n,r,s)
will denote nonnegative integers; capitals (R, S, M, N) will denote positive integers
that are relatively prime to p; p is an odd prime, p(r) = p" and p(x,,-:-,x,) = p™
where m is the minimum of x,, -+, x,,.

We need the defining relations of our groups to get under way. They are given
by:

THEOREM 1. Let p be an odd prime. Let G be a finite nonabelian p-group
generated by two elements and suppose that the commutator subgroup of G is
cyclic. Then G has a pair of generators {x, y} such that the defining relations of
the group are

[y,x] = z, xP@ sz(r), yp(b) = 5P
279 =1, [z,x] = 2™, [z,y] = W
178
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where a, b, c,r,s,m,n and R, S, M, N are integers that satisfy the conditions
azb, aze, r+mzc, r+nzc, s+nzc,

1sm n=Zc¢ 0Zr, s=Z¢ pb)— MSp(m + s) = Omod p(c).

Conversely given an'y set of parameters {a, b,c,r,s,m,n, R, S, M, N} that satisfies
these conditions there is a group defined by these relations.

The defining relations stated in Theorem 1 are easy to derive: Let G, be the
commutator subgroup of G and suppose that G/G, = {G,x) ® {G,y> where
{G,x) is of order p(a), {(G,y) is of order p(b) and a = b. Then set z = [y, x] and
assume that G, = {z) is of order p(c) to get the power relations. Finally once we
suppose that

[z,x] = 2™ and [z,y] = Z""®

the higher order commutators are determined. We have, for example,
[z,x,x] = [zM"™,x] = z*

where A = (M p(m))®. Note incidentally that a, b, and ¢ are invariants of the group,
G is of order p(a + b + ¢) and if q is the smallest integer such that

(@ — Ymin{m,n} = ¢
then G is of class g.
The inequalities and congruence given at the end of Theorem 1 will be derived
later.
The notation arising in Theorem 1 can be abbreviated. The parameters a, b,
and ¢ will be considered fixed in what follows so the groups described there have
essentially four defining relations:

xP@ ZRp(r), yp(b) = ZSp(S)’ [z,x] = ZMp(rn), [Z,x] = ZNp(m)

We shall call this group “‘the group defined by [Rp", Sp°, Mp™, Np"]’. Further-
more in our classification scheme we shall be dealing with a number of groups
where one of the parameters r, s, m, or n is equal to c; that is, a power or com-
mutator is equal to 1. To make these cases more conspicuous the corresponding
p° of the bracket notation will be replaced by 0. Thus the group defined by
[0, Sp°, p™, 0] is that group whose defining relations are

XO =1,y = 279, [7,x] = 2™, [z,5] = L.

Finally, z will always denote the commutator of y and x; z = [y, x].

As for the isomorphism problem, our groups have four defining relations and
we get a system of four congruences that govern isomorphism between two such
groups. The congruences are derived in section 1. Section 2 deals with the analysis
of these congruences. The argument there splits into several cases for one has to
make assumptions about the relative sizes of r and s and m and n to carry out the
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analysis. Once this is done one can write out the different isomorphism types; there
is quite a number of them.

The main factors that are employed in the presentation of the types in what
follows are: (1) The size of b relative to ¢, i.e., b = ¢ or b < c. (2) The relative
sizesof a,b,and ¢,ie,a—b>c,1Za—b=<c,ora= b. (3) The number of
parameters among r, s, m, 1, R, and S that appear as invariants in the defining rela-
tions. The simplest case occurs when a, b, and c are spread apart. We then have:

THEOREM 2. If a — b > c and b = c the distinct (non-isomorphic) groups of
Theorem 1 having the parameters a,b, and ¢ are given by:

(a) [Rp",0,0,p"] 1snsc¢, ¢c—nsr=c¢, RZplc—n,c—r.

(b) [Rp",0,p" p"] 1=m<n=zZe¢, c—mZzZr<e
R=plc—n,c—r).

(© [Rp,P%0,p"] 1=n=<¢ c¢c—n=ss<rge
R=plc—n, c—r).

@ [Rp,SPPP] 1=Zs=Z2c—-1, c¢c—s=mZc—1,
s+1=r<e¢, m+1=nce,

R<ple—nc—r), S=pr—s n—m).

The following conventions will be used in the rest of this paper: max{q,t} < u
will be abbreviated to {q,t} < u; similarly u < {q,¢} means that u < min{q, t}.
In addition the “‘obvious’’ conditions, 1 < m,n < cand 0 < 5, r £ ¢ willalways
be assumed but they will not always be mentioned.

THEOREM 3. Suppose that b= cand a—n=c—k where 0 £k = c—1.
Then the distinct groups associated with a, b, and ¢ and which are defined in
terms of most four parameters are given by

@ [p-,0,p",0] 1sm<k, {c—mc—k+m}sre
) [0,p%0,p"] k2 <szk, c—s=nsgc—k+s.
© [Rp,0,0,p"] 1£n=<c¢, ¢c—n=<r=Z2c¢, Rsplc—nc—r.
@) [0,Sp’,p",0] c—kZLsZk c¢c—s=mZgk,
S £ plc—m, c—5s)
@ [Rp0,p™ p"] 1=srge, c—rEm=c-—1,

m+12n2c+m—k—-r—1,
R<gplc—nc—r, 2c+m—k—r—n).

® [Rp,p",0,p"] Isnse 0=5s=c-—1,
s+18re—k—-1+s, R=Zplc—r,c—n)
® [p",Sp’p".0] 0<s<c—-1, s+l=rsc-1l+s—k
c—r<mzk, S=Eplc—s,r+k—m-—s).
(h) [0,Sp%p" p"] 05k, c—-sE£mfZge

{c—s,s—k+m+1}Ssn<c—k+m—-1
Szpn+k—-—s—m, c—m)
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THEOREM 4. Suppose that b = c and a— b = ¢ — k where l £ k£ c¢—2.

Let s be the set of (r,s, m,n) such that

1£sc—-1 c-=s=m=Zc—1

s+1srfe—-1—-k+s m+1=ngc—-1—-k+m, rnn<sec

Let B, be the subset of s/ where

s2k m<k,and n>m+r — k.
Let &, be the subset of &/ where

s<k,mzk, andn<k—s+r.

Let %, be the subset of s/ where

s< k and m < k.

Let # denote the union of all the ;. Then the distinct six parameter groups of
Theorem 1 associated with a, b, and ¢ are given by [Rp, Sp®, p™, p"] where
(r,s,m,n) is in A,

R=plc—~r,c—r+s—k,c—nc—n+m-—Ek).
and
SZp(r—s,n—m) for (r,s,m,n)c A — A,

SEpr—s+k—mn—m+ k—3s) for (r,s,mn)ecA.

Theorems 2, 3, and 4 deal with the case where b = cand a — b = 1. The case
a = b stands alone, which is not too surprising, for then there is a certain symmetry
present in the defining relations. We have:

THEOREM 5. If a = b then the distinct groups of Theorem 1 having
parameters a,a, and c are given by

@ [0,p%0,p"] ¢2<sLe~1, c¢c—s=Zngs.
(b) [OySPs,Pm,O] 0§S§C, c—sémgc. SéP(C—m,C—S)
() [0,Sp%p™ p"] 1£sZ¢~-1, ¢c—-s=m=c

{e—s,m+s—c+1}=nm-1

The next three theorems deal with the case b < c¢. These results could be
ncorporated into Theorems 2 through 4, but when one does this the inequalities
n the parameters become obscure.

THEOREM 6. Suppose b > ¢ and a — b > c. Then the distinct groups of Theo-
‘em 1 associated with the parameters a, b, and c are given by [Rp", Sp% p*~%, p"]
vhere:
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0s<b-1, ¢c—-b+s=rfc, c—s=nZc
RZplc—nc—1r), SEpr—s,b—s,n—>b+s), S=1modp(c— b).

THEOREM 7. Supposethatb < canda — b = ¢ — kwhere0 < k < b. Then
the distinct groups associated with a, b, and ¢ which are defined in terms of at
most three parameters are given by:

@ [0,Sp5p*~50] b—k<s<{kb—1}, S=1modp(c—b)
SZplc—b+s,b—y).

) [p,,Sp%, p°-+,0] b—k=<s<b—-1l,c—b+sSrSc—k—1+s,
S=1modp(c—b), S plb—s,r+ k— D).

(© [0,Sp5,p"-% p"] b—k<sszk {c—s,b—k+1}<n=<c-—s
+b—k—1, S = 1modp(c — b)
S<pk+n-—>b,c+s—b,b—ys).

THEOREM 8. Suppose that b < ¢ and a —b = ¢ —k where 2 < k £ b. Let
& denote the set of (r,s, n) such that

0sb—-1, c—-b+sgrc~-—k—-1+s
c—s<n<c—-s+b—-1—-k rmn=ec
Let &, be the subset of .o/ where
s2{k,b—k+1}, r<b, and n>b—-k+r—s.
Let #, be the subset of <7 where

s<{k—1,b—k}and n<{k—s+r, 2b— 2s}.
Let #4 be the subset of o/ where
b—k<s<kand r<born<2b-—2s

Let & denote the union of all the %,. Then the distinct five parameter groups of
Theorem 1 associated with a,b, and ¢ are given by [Rp",Sp®, p®~%,p"] where
(r,s,n) is in A, S = 1 mod p(c — b),

RZpe—-r,c—r+s—kc—nc—n+b—s—k
and
SEpr—s,n—b+s,b—ys) for (r,s,n)ed — B,

SZ<pr+k—>bn+k—b,b—s) for (r,s,n)cAB.

This completes the tabulation of the groups of Theorem 1. Any such group is
isomorphic to one of the groups of Theorems 2 through 8. Furthermore any two
classes listed in any one of these theorems are disjoint.
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1. The isomorphism congruences
Set
u =1+ Mp", v =14 Np".

Note that u is a function of M and m; v depends on N and n. Next, let

a—1 a—1
M@) = X g, N = X v\
i=0 i=0
We then have
THEOREM 9. Let G = {x,y> be defined by [Rp",Sp’,Mp™, Np"] and

G = (%, 7> be defined by [Rp",Sp’,M p™, Np"]. Suppose 0 is the mapping from
G to G defined by

2 = x4, 7 = x"yzh
Let A = a8 — By. Then 0 is an isomorphism if and only if (A,p) = 1,y = y'p*~"
and

aRp" + pSp**e~? = ¢Rp"mod p°

v'Rp" + 6p° = &Sp° + pp’mod p°

p* = fmod p°

wv?

il

ymod p°
where
e = M@NEW — M@EH)NE@W.

The number ¢ appearing in Theorem 9 is prime to p: We have y = v = 1 mod p,
hence M(¢) = «, N(§) = 4, -+, and ¢ = Amod p.

We need several results on commutators to prove Theorem 9. The first is:

LEMMA 1. Let G be defined as in Theorem 1. Let u and M(2) be defined as

above and set z(x) = z*. Then
%, x*] z(M()N(B))
[2,x%] = 2™ - 1).

ProorF. These results are easy consequences of the usual commutator relations
for a metabelian group.

The inequalities stated in Theorem 1 can be derived at this point: By the
defining relations there,

1 = [yp(b),y] — [zs"(s),y] = ZSNp(stn)
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Consequently, s + n = c¢. Next
1 = [z,y?® ]= 24
where, by Lemma 1,
A=+ Np»y®» -1 = Bp**"

and (B,p) = 1. Thus b+ n = c. Similar arguments with the power x*® yield

r+m=canda+mz=c.
To continue, by Lemma 1 and the inequality a + m = ¢, [y,x*®] = z4
where A = p®mod p°. But we also have

[y, xp(a)] = [y, sz(r)] = g~ NRp(n+r)
Consequently
) p(a) + NRp(n + r) = 0mod p(c).
A similar congruence
2) p(b) — NSp(m + s) = Omod p(c)

can be obtained by expanding [x, y*®] in two ways. These two congruences
imply that a = ¢ and r + n = c: Suppose that a < ¢. Then by (1), a = n+r.
Furthermore since b £ a < ¢ we have by (2), b = m + s. Thus we have

a+b=@O+r+m+s) =@E+n+mM+r=c+e,

a contradiction. So,a =2 candr+n = c.
Finally we must have m = 1 and n = 1. If for example n = 0 then [y, x]™

= [y,x,x] s0 G, £ G; = [G,G,].
The converse to Theorem 1 can be proved in the conventional way.

LemMa 2. Let G be defined as in Theorem 1. Then for any x,y in G and
any positive integer q

(xy)“ = ququ(q)
where
Gl = X pv.
0<i< j<gqg

This result can be proved by induction on q.
Incidentally, it is known that if p is odd and G has a cyclic commutator sub-

group then G is regular Huppert ((1967; page 322)). Thus if g = p(b) in Lemma 2

then G(p(b)) is a multiple of p(b).
The next result is about changing generators in the group.

LemMMA 3. Let G be defined as in Theorem 1. Suppose that

)
u = x:z" v = xy2.
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Set

o
]

M@NE) — MG)N@WY
A= @Y —1Dp—- @ - Dn
T =c¢+ 4
Then, with z(x) = Z°,
w = [o,u] = z(2),
[w,u] = z(‘t[ﬂ'vﬁ — 1D,
[w,0] = 2zG[p"’ — 1]).
Proor. This follows from Lemma 1.
We are now in a position to prove Theorem 9. We adopt the notation of
Theorem 2 and suppose that 6, defined by
#o=u=xx" =0 = x"2,
is an isomorphism from G to G in what follows.
Going to the first defining relation of G and applying Lemma 3 we have
#FY = [o,u]®® = RO,
Then, since G is regular and p(a) = p(c), we have
@EP@D = (HPP@ = 4
where A = aRp(r) + BSp(s + a — b). Thus
3) aRp(r) + BSp(s + a — b) = tRp(F)mod p(c)

Later on we shall show that this reduces to the first congruence of Theorem 2.
Complications appear in the congruence from the second defining relation
since we might have b < ¢. Going one way

(ip(b))ﬂ — [v, u]Sp(f) = zBr®
Going the other, and applying Lemma 2 several times along the route, we have
(J-,O)p(b) — (xvyézp)p(b) — xw(b)yﬁp(b)zB
where
B = [MOGNGE) + p("’ — D]G(p(b)).

The last two sets of equations imply that x’*® isin G, ; consequently y= y'p(a — b).

Bringing these results together we have
4) 9’Rp(r) + 6Sp(s) + B = 18p(5) mod p(c).

N

To continue we have
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[7,%%]° = [v,u]™"™ = z2(<i7 p()),
and

[7 % %]° [v,u,u] = z@[p™* — 1]).

Since (1, p) = 1 it follows that

(5) v — 1 = M p(m)mod p(c).
Similarly working with [7, X, 7] we get

(6) wv’ — 1 = Np(i)mod p(c).

Relations (5) and (6) are the last two congruences of Theorem 2; in addition
they can be used to simplify (3) and (4). Consider the right hand side of (3):

(F) = [e + @Y — )p — WV’ — Dr]p(F).
By (5) and (6),

W’ — Dp(7) = M p(F + m)mod p(c)
@ — Dp(7) = Np@G + F)mod p(c).

Then by the inequalities on the parameters for G, 7 + 7 2 cand 7+ 7 = ¢. Thus
(3) reduces to the first congruence of Theorem 2.
To reduce (4) begin with

B = [M()NE) + p("v’ — D]G(p(d)).

Recall that since G is regular we have G(p(b)) = ip(b) for some integer i. Then by
(6) and the fact that b + 77 = ¢ we have

W’ — DG(p(b)) = iNp(b + 7)) = Omod p(c).

Furthermore since y = y'p(a — b) we have M(y)G(p(b)) = Omod p(c). Thus
B = 0mod p(c). As for the right hand side of (4):

tSpE) = [ + G — Dp — G = DrISpo).

By (6) and the fact that 77 + § = ¢, (u’v’ — 1)p(5) = O0mod p(c). Then by (5) and
the congruence appearing in the defining conditions for G,

W™ — DSp(3) = M Sp(m + 5) = p(bymod p(b).
Thus
©5p(5) = &Sp(5) + pp(b) mod p(c),

and (4) reduces to the second congruence of Theorem 2.
This completes the proof of Theorem 9.
Incidentally, the last two congruences of Theorem 2,
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A + Mp™*( + Np"» = (1 + M p™mod p(c)
a + Mp™( + Np"yY = (1 + Np")mod p(c),

are not difficult to analyze. For let K be the cyclic group of reduced residues
modulo p¢ and K,, be the subgroup of elements congruent to 1 modulo p™. Then
any integer of the form 1 + Mp™ where (M, p) = 1 generates K,, as the two con-
gruences above form a simple system of equations in a cyclic group. This fact will
be used frequently, without further mention, in what follows.

We shall close this section with a list of three elementary transformations that
will be useful in the sequel. But first we need

LEMMA 4. Let G be defined as in Theorem 1, ¢ as in Lemma 3, and
A = ad — By. Set

@) = M S (:.)(Mp”‘)"_z.

Then "
ep(r) = Ap(r)mod p(c)
ep(s) = Ap(s) + 6t(e)p(b) mod p(c).

To prove this write out the sums involved and use the conditions: r +n = ¢
r+mzes+nzce,m+s=>bif b<e,

LEMMA 5. G = {x,y) be defined by [Rp", Sp>, Mp™, Np"|. Then:
@) Ifu = x"andv = y®and («d,p) = 1 then G = {u,v) and is defined by
[6'Rp(r), a'Sp(s), u* — 1,V* — 1]

where 6’6 = lmodp(c—r), a’ =1modplc—s) if b=c and (@',p) =1 if
b<ec

(b) Ifu=xandv = x"y where y =y'pla—>b) then G = {u,v) and is
defined by

[Rp(r), ' Rp(r) + Sp(s), Mp(m), p’v — 1].
© Ifu=xy*and v=y then G = {u,v) and is defined by
[Rp(r) + BSp(s + a — b), Sp(s), w’ — 1, Np(n)] .

The results stated here are special cases of Theorem 2 for we can start with G
defined by [Rp", Sp’, Mp™, Np"] and consider G as the group defined by the con-
gruences. For example to obtain (a) set § =y = 7 = p = 0 in Theorem 2. The
first congruence is then

aRp(r) = &R p(F)mod p(c).
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Thus 7 = r and, by Lemma 4
oaRp(r) = adRp(r)mod p(c).

So, R = §’R. Similarly, in the second congruence of Theorem 2 we have § = s and,
by Lemma 4,

3Sp(s) = S[adp(s) + St(«)p(b)] mod p(c).

Consequently, § = o’S where «' is the inverse of (a + #a)p(b — 5)) modulo
p(c — s). Continuing this way, we get Lemma 5.

Note finally that if G is defined as in Theorem 1 then we may (and shall)
assume that M = N = 1. This follows from Lemma 5 (a) for there are integers
o and 6 with («d, p) = 1 such that

A+ Mp"y*—1=p", (1+Np»W’ -1 = p"modp".
2. Point of the classification theorems

We shall assume that a > b throughout most of this sections; the case a = b
will be treated separately at the end. Note that if a < b then, in the notation of
Theorem 9, a and & are prime to pfory = y'p*~%, A = a6 — By, and (A, p) = 1.

Next, we shall split the groups of Theorem 1 into three classes by means of the
following inequalities on r and s:

r<s, s<r<s+a->b s+a—-b=r<ec

Let & be that class where r < s. Then b = ¢, we may assume s = ¢, and r is
an invariant of the group. For if b < ¢ then, by the conditions of Theorem 1,
b=m+s=m+r = c. Consequently the second congruence of Theorem 9 is

P'G'R + 6p°™") = &8p°mod p°,

and given § we can choose ¢’ so that the left hand side here is 0 modulo p(c). But

this means we can find an isomorphic image of G where § = ¢, i.e., we may assume

s = c. Finally, by the first congruence of Theorem 9, r is an invariant of the group.
We shall first prove

THEOREM 10. Let F be those groups in Theorem | where r < s and a > b.
Then b = ¢ and the distinct elements of F are given by:

(a) [Rp",0,0,p"] r+nz¢, R plc—n,c—r).

(b) [Rpr’o’pm’pn] r+m;c, m<n§q_1
g=c—r+m+a-bRZplc—r,c—n,q—n).

(C) [pr,O’pm,O] r+mec, az — b fr—m.

The correspondence between this result and the theorems of the introduction
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is this: First assume that a — b > c. Then parts (a) and (b) of Theorem 10 yield
parts (a) and (b) of Theorem 2. When a — b = ¢ — k where 0 < k £ ¢ — 1 then
10.a corresponds to 3.c, 10.b to 3.e, and 10.c to 3.a.

ProoF oF THEOREM 10. As mentioned we can assume s = ¢ and r is an in-
variant of the group, so & is included in the set of groups G defined by
[Rp",0, p™, p"]. Suppose G, defined by [Rp",0, p”; p"] is isomorphic to G. Applying
Lemma 4 to the first two congruences of Theorem 9 we get

aRp(r) = ARp(r)mod p(c), y'Rp(r) = O0mod p(c).

Since y = y’p(a — b) and, by the second congruence here, ' = y"'p(c — r), we
have Ap(r) = (a6 — By)p(r) = adép(r)mod p(c). Consequently the isomorphism
congruences of Theorem 9 reduce to

R

dRmod p(c — ), y’ = Omod p(c — r)
@ p* = mod p(c), ' = vmod p(c)
wherep=1+pmv=1+p" d=1+p"and v =1+ p"

We shall now split & into three parts: Let %, be the subset of &% where
n < m, ¥, be the subset of & where m <n<m+a—-b+c—~r,and %, be
the subset where m +a—b+c—r <n =<c.

If n £ m we may assume, by Lemma 5.c, that m = ¢ in the defining relations.
Thus &, is included in the set of groups G defined by [Rp", 0,0, p"]. Furthermore
if G, defined by [Rp",0,0, 7"], is isomorphic to G then, by the last congruence in
(1), n = 7. The isomorphism congruences for this case are then:

R = 6Rmodp(c —r), y = Omodp(c —r)
@) 5

3
v

1 mod p(c), v = vmod p(c).

i

That last congruence of (2) implies that ¢
+ wp(c — n) in the first congruence we get

]

1mod p(c — n). Placing § = 1

R — R = wRp(c — n)ymod p(c — r).

Thus if G and G are isomorphic then R = Rmod p(c — n, ¢ — r). Conversely if R
and R are so related the congruences in (2) are solvable. In sum the distinct
members of &, are given by [Rp",0,0, p"] where r + n Zcand R < p(c—n,c—r).

Let us go on to & ,, those groups where m < n < m+a — b + ¢ — r. Since
(@d,p) =1andy = y" p(a — b + ¢ — r) it follows, from (1), that m and n are in-
variants for these groups. The isomorphism congruences are:

R

S 27 = v ?mod p(e), V1 = " "mod p(c).

Define f(m, n) modulo p(c — n) by

8Rmod p(c — r), p’

I
I

Omod p(c — 1)

i
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™ = W mod p(c).
Then since y = y" p(a — b + ¢ — r) the last congruence of (3) is equivalent to
6 —1 = —yf(mn)plg — nymod p(c — n)
where ¢ = m + a — b + ¢ — r. Placing this in the first congruence of (3) we have
R — R = (=y"f(m,n)p(g — n) + wp(c — n))Rmod p(c — r).

Thus if the groups are isomorphic then R = Rmod p(q — n, ¢ — n, ¢ — r). Since
the converse also holds the distinct members of &, are given by [Rp",0, p”, p"]
where r, m, n, and R satisfy the conditions stated in Theorem 10.b.

The family & ;, those groups where m +a — b+ c—r £ n £ ¢ reduces to
the groups defined by [p",0, p™, 0]. To see this first apply Lemma 5.bto get n = c;
then apply S.atoget R = 1.

The classes &; are disjoint. Suppose first that & is not empty. That is
a—b Zr—m, a case that occurs when a — b < ¢ — 1. Then the groups of
Theorem 10.b are distinct from those of 10.a or 10.c: For if n < ¢ the members of
10.b have generators that lie outside the centralizer of the commutator subgroup;
the members of 10.a or 10.c have a generator that commutes with the commutator
subgroup. If n = ¢ the group from 10.b appears similar to the one from 10.c.
However the condition ¢ = n < g — 1 from 10.b implies that r — m < a — b; in
10.c we have r — m = a — b. So, &, is disjoint from &, and & ;. The last two
congruences of (1) show that &, and & ; are disjoint, for suppose the group in
F , defined by [Rp",0,0, p7] is isomorphic to [p", 0, p™, 0] from & ;. Then, by (1)

A+pY =0+ pHmodp’, (1 + p"° = 1modp°.

Since (5, p) = 1 the last congruence implies that n = ¢. But then m = ¢. However,
by the conditions given for & 3 in Theorem 10.c,m < r — (a — b). Since r < cand
a — b = 1 we have a contradiction. Thus & and &, are disjoint.

If %, is empty we have to show &, and &, are disjoint but this is an easy
consequence of (1) and the conditions given in Theorem 10.

This completes the proof of Theorem 10.

Let 2# denote the set of groups in Theorem 1 where s < r < s + a — b. Note
that the first two congruences of Theorem 9 imply that r and s are invariant for
these groups.

This case includes a particularly complicated subcase, the one that occurs
when m < n < m + a — b, so we shall introduce some notation for it. Let ¢ — b
=c—k.If b = cset

o = {(rs,mn):s+mzc,0<r—s<c—kO0<n—-—m<c-—k}

If b < ¢ set

https://doi.org/10.1017/51446788700020486 Published online by Cambridge University Press


https://doi.org/10.1017/S1446788700020486

[14] On p-groups 191
A = {(r,s,mn):ic—bsr—s<c—k,c—ssn<b+c—k—-s,m=>b—s}.
Next let

%, {(r,s,mn):m <k =<s,r—n+m<k,r<b}

,@2 = {(",S,m,n)5s<k§m,n—V+S<k,n—m<b—s},
and
By = {(r,s,m,n):m,s < k,min{r — s,n — m} < b — s},

with the understanding that the last inequality for each of the &, is to be sup-
pressed if b = ¢, and m = b — s if b < ¢. Let # denote theiunion of all the 4,.
Note for later reference that each %, is empty when k < 0.

We can now state:

THEOREM 11. Let 5 denote the set of groups in Theorem 1 wheres < r < s
+a—b. Setm(n) =m—n+a—>bands(r) =s—r+a—b. Then the distinct
elements of 5 are given by:

(a) [Rp",p%0,p"] s+n=2c, 0<r—s<a—-—b, b=c
RZplc—r,¢c—n)

(b) [Rprssps,pm’l’"] (I',S, m, n)e&f, R é p(c -rc¢c—n, m(n)’ S(l‘)),
S=Epr—s,n—m,b—s)on/ — %
S=plc—m—s(r),c—s—mn), b—s)on B,
Sp(m + s) = p(b) mod p(c)

© [p,Sr,p"0] r+mz2c¢,0<r—s<a—-b, mzZc—a+b,
Sp(m + s) = p(b) mod p(c),
SZplc—s,c—m—s(r), b—ys).

The correspondence between this result and the results stated earlier is this:
If b = cand a — b > ¢ then Theorem 11.a corresponds to Theorem 2.6, 11.b to
2d,and ll.cisempty. If b = canda — b = ¢ — kwhere0 £ k < c— 1thenll.a
corresponds to 3.f, 11.b to Theorem 4, and 11.cto 3g. If b < cand a — b > c then
11.b corresponds to Theorem 6. If b < canda — b = ¢c— kwhere0 £ k < ¢ -1
the 11.b corresponds to Theorem § and 11.c to 7.b.

The proof of Theorem 11 is based on:

LEMMA 6. Suppose that0 <r —s <a — b, G is defined by [Rp”, Sp°, p™, p"],
G is defined by [Rp", Sp*, p™, p"], and G is isomorphic to G. Then the congruences
of Theorem 9 are equivalent to the system:

R
S

il

6R — BSp(s + a — b — rYmod p(c — 1)

I

—9'Rp(r — s) + aS + (t' + p)p(b — s)ymod p(c — s)
v = gmodp(c), wv’ = vmod p(c),

vhere t' is an integer that depends on S and «.
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PRrROOF. First replace p in Theorem 9 by dp. Then, applying Lemma 4 to the
first two congruences of Theorem 9 we get

aRp(r) + BSp(s + a — b) = ARp(r) mod p(c)
Y’ Rp(r) + 8Sp(s) = ASp(s) + 8(t' + p)p(b) mod p(c),

when t' = t()S. Eliminating Rp(r) from the system one gets the congruence for
S stated above. Then, placing this value of S in the first congruence of (4), we get
the congruence for R. Conversely if R and S are given by Lemma 6 then the rela-
tions in (4) hold.

We begin the proof of Theorem 11 by considering 5#,, that subset of 5# where
n < m. Note that since ¢ £ n+ s £ m + s we must have b = ¢ for this subcase.
Suppose then that G is in #; and is defined by [Rp", Sp®, p™, p"]. Since n £ m we
may assume, by Lemma S.c, that m = ¢. Next, when b > ¢ the number «’ is the
inverse of a s0 we can take S = 1. In short, the defining relations of a group in
may be assumed to be of the form [Rp", p*,0, p"]. By Lemma 6 the distinct members
of the family are obtained (for fixed r, s, and n) by letting R run through the
reduced residues from 1 to p(c — n, ¢ — r).

The above argument yields the groups of part (a) of Theorem 11. We shall
skip part (b) for the moment and go on to the last part. Let 5#; be the subset of #
wherem + a — b £ n £ cstarting with the usual defining relations we can assume,
by Lemma 5.b and then Lemma 5.a that n = ¢ and R = 1. Thus G in J#; has
defining relations of the form [p", Sp%, p™,0]. If G defined by [p", Sp%, p™, 0] is
isomorphic to G then, by Lemma 6, n = m and

il

@

1 =36—-BSps+a—b—rymodp(c — 1)
S =aS—-9ypr—s)+ (¢ + p)pb — symod p(c — s)
p® = pmodp(c), ©¥ = lmod p(c).

The third and fourth congruence here are equivalent to
o =14+1plc—m), y =y plc—(a— b+ m)).
Thus the second congruence is equivalent to
S—8 =18p(c — m) —y'plc — m — s(r)) + (' + p)p(b — s)mod p(c — 5)
This shows that if G and G are isomorphic then, necessarily,
S = Smodplc —m — s(r),¢c — s, b —s).

Conversely if S and § are so related these congruences are solvable and the cor-
responding groups are isomorphic.

The families 5, and #, are disjoint: First if #; is not empty then the
defining inequalty m +a — b £ n < ¢ is not vacuous; thus m < ¢ for a > b.
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Second if we assume the group from 5#; corresponding to [Rp', p%,0,p"] is
somorphic to the one from 5 defined by [p", Sp®, p™, 0] then, by the last two
congruences of Lemma 6, m = c.

We now turn to Theorem 11.b. This part corresponds to the class 5 ,, those
groups where 0 < r—s<a—band 0 < n—m < a— b. By Lemma 6, m and
n are invariant for these groups. Thus if the exponential parameters (r, s, m, and n)
are fixed we have two other parameters, R and S, to consider. Generally speaking it
is easy to find necessary conditions on R and S for isomorphism; complications
arise in the sufficiency question.

We shall need:

LemMMA 7. Suppose that 0 < n—m < a—b. Let h(m,n) and f(m,n) be
defined modulo p(c — n) by

8(m,n)p(n—m)

I = vmod p(c),
“p(n—rn) = y/ ™M 0d p(c),
where p = 1+ p™andv =1+ p". Let H = h(m, n) and
F = h(n,m + a — b)f(m,m + a — b).
Then the last two congruences of Lemma 6 are equivalent to the system

o 1 — BHp(n — m)mod p(c — m),

6 =1—-9yFpm+ a—>b— nymodp(c — n).
Furthermoreifm+a—b < cthen1 — HF = modp(c — m — a + b).

This result is easy to verify, so we omit the proof.

Suppose then G is defined by R and S, G is defined by R S, and G is isomorphic
to G. Employing Lemmas 6 and 7 and recalling that m(n) = m+a — b — n,
s{(r) =s+a—b—rwehave

R — R = —y'RFp(m(n)) + wp(c — n) — BSp(s(r)) mod p(c — 1),
S-S —y'Rp(r — s) + tp(c — m) — BHSp(n — m)

+ (¢ + p)p(b — s)mod p(c — ),

where © and t are integers. Consequently if G is isomorphic to G then
R = Rmod p(f) and S = Smod p(g) where

f = min{m(n), ¢ — n, s(r), ¢ — r},
g = min{r —s,n — m, b — s}.

However if R, R and S, S are so related the corresponding groups need not be
isomorphic.
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To go on to the converse problem suppose that R — R = y(1)p(f) and
S — S = y(2)p(g) where y(1) and y(2) are integers and fand g are defined as above.
Then the isomorphism congruences for the groups are

y(p(f)
y(2)p(g9)

—y'RFp(m(n) + wp(c — n) — BSp(s(r)) mod p(c — )

) —y'Rp(r — 5) + 1p(c — m) — BHSp(n — m)

+ (' + p)p(b — s)ymod p(c — s).

Now if the groups under consideration were isomorphic then the system (5) would
be solvable for arbitrary values of y(1) and y(s), but this does not happen all the
time.

We proceed by cases.

Casel.s+a—b=cand m+a—b—n=c—r: Under these circum-
stances the first congruence of (5) reduces to

y(Dplc — n,¢c — r) = wp(c — n)mod p(c — r),

which is solvable for any given value of y(1). The second congruence of (5) is also
solvable for any given value of y(2). Suppose for example that

g = min{n —m,b—s,r—s} =r—s.

Go to the second congruence, choose and fix any 7 and f, and then choose y’ so
that

y(Qp(r —s) = —y'Rp(r — s) + tp(c — m) — BHSp(n — m)mod p(c — s).
Finally choose p so that
(t' + p)p(b — s) = O0mod p(c — s).

The argument for the other two cases, g = n —mor g = b — s, is similar. Thus
the conditions R = Rmod p(f) and S = Smod p(g) are sufficient here.

CAsE2. s+a—b =z candm+ a — b —n < c — r: If the parameters satisfy
these inequalities the first congruence of (5) reduces to

y(Dp(m(n), ¢ — n) = —y'RFp(m(n)) + wp(c — nymod p(c — 1),

which is solvable for any given y(1). However the variable one uses to solve it, y’ or
w, depends on the size of m + a — b relative to ¢. If m+ a — b = ¢ the con-
gruences reduce to the forms that appeared on case 1 and, again, the conditions
R = Rmod p(f) and S = Smod p(g) are sufficient.

So suppose that m + a — b < c¢. Then the congruences of (5) take the form
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y(1) = —y'RF + wp(c — (m + a — b)ymod p(c — r — m(n))

y2)p(g) = —y'Rp(r — s) + tp(c — m) — BHSp(n — m)
+ (t' + p)p(b — s)ymod p(c — s).

(6)

Now the inequalitiess +a —b = cand m+a —b—n < ¢ —r imply that r — s
<n—msog = min{r — s, b —s}.If g = b — s the system (6) is solvable and the
conditions on R, R and S, S are sufficient.

The final subcase of case 2 occurs when m + @ — b < cand r < b. According
to the first congruence of (6) we can take y(1) = 0. Doing so and then eliminating
y’ from (6) we get

yQ2)F = tFplc —m —r +s) — BFHSp(n —m —r + 5) + (t' + p)Fp(b — 1)
—owp(c —m —a+ b) + Ap(c — r — m(n))mod p(c — r).
That is y(2) = Omod p(h) where
h=minfn—m—-r+s,b—r,c—m-—a+b,c—r— mmn}
Recall that at this stage G is defined by R and S, Gis defined by R and

S, R = Rmod p(m(n)) and S = S + y(2)p(r — 5). Thus if 0 £ y(2) < p(h) then G
and G are not isomorphic; if y(2) = p(h) they are. Next if 0 £ y(2) < p(h) then

18+ yQp(r —s) <plr—s) +(p(h) = Dp(r —s) = p(h +r —5)
where

h+r—s =min{fn —m,b—s,¢c—m—s(r),c —s— mn).
Finally we have
sta—-bzcson—mzZc—s—(m+a—-b-—n =c—s— mn

and the distinct groups of this subcase are given by the R and S where R £ p{(m(n))
and S £ p(b—s5, c —s — m(n), c — m — s(r)).

Cases 1 and 2 deal with the congruences in (5) when s + a — b = ¢. The one
exception to the rule S £ p(r — s, n — m, b — s) occurs in the last part of case 2
whens+a—-bze,m+a—b—n<c—r,m+a—b<candr<b. Recalling
that a — b = ¢ — k, the exceptional case occurs when

s>k, m—n+r<k m<kandr<bd.

This is the set 4, that was defined in the paragraph preceeding the statement of
Theorem 11.

CASE3. s+ a—b < cand m + a — b = c: Consider the first congruence in
(5). Since m(n) = m+a— b —n = c — nthe y' term there can be combined with

the w term to give a congruence of the form
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y(Dp(e = n, s(r)) = wp(c — n) — BSp(s(r)) mod p(c — 7).

Now if c—n £ s(r) then the system consisting of this congruence and the second
congruence of (5) is solvable and the necessary conditions are also sufficient.
So suppose that ¢ — n = s(r). Then the congruences of (5) take the form

y(D
y(2)p(g9)

wplc — n — s(r)) — BSmodp(c — s ~ a + b)
—y'Rp(r — s) + tp(c — m) — BHSp(n — m)

+ (t' + p)p(b — s)mod p(c — ).

Now the conditions m+a—b =candc—n>s+a—b—rimply that n —m
< r—s. Thus g = min{n —m, b —s}. If g = b — s this system is solvable and
the necessary conditions are sufficient. The final subcase of case 3 occurs when
n —m < b —s. The argument here is similar to the one given for the last part of
case 2.

The total set of inequalities governing the exceptional subcase of case 3 is:

s+ta—-b<e, mt+a—-b2zc,c—n=s+a—-b—-—r,n—m<b>b-—s,
Setting a — b = ¢ — k this translates to the set %, that was defined earlier.

CasE4. s+ a—b = cand m+a— b < c: It is obvious that the system (5)
is solvable if g = min{n —m,r—s,b—s} =b—s. So let us assume that
g#b—is,sayg=r—s Thenr —s<n—m, m(n) < s(r) and (5) is equivalent to
y(1) = —y'RF + wp(c — m —a + b) — BSp(s — r + n — m)ymod p(c — r — m(n))

¥(2)

it

il

—yR+wplc—m—r+s)—BHSp(s—r+n—m)
+ (' + p)p(b — rYmod p(c — r).

According to the first congruence we can assume that y(1) = 0. Doing so and then
eliminating y’ we get

yF =tplc—m—r+s)—wplc—m—a+b)+ pS(1—HF)p(n—m+s—r)
+ F(t' + p)p(b — 1) + Ap(c — r — m(n))mod p(c — r).

Examining the exponents of p here we havec—m —r+s>c—m—a+ b for
we have r — s < a — b. Furthermore, by the last part of Lemma 7, 1 — HF
= Omod p(c — m — a + b). Thus y(2) = mod p(i) where

i =min{fc—m—-a+bc—r—mn),b—r}

But then, as before, S = S + y(2)p(r — 5), the underlying groups are not
isomorphic if y(2) < p’, and the distinct groups are obtained by letting S run
through the reduced residues less than p(b — s, ¢ — s — m(n), ¢ — m — s(r)).
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The argument for the subcase min{n — m, r —s, b — s} = n — mis similar to
the one above.
Finally, the class # , is disjoint from 7, and 5. This follows from the last
two congruence of Lemma 6 and the conditions on the parameters.
This completes the proof of Theorem 11.

THEOREM 12. Suppose a > b and let & be the groups in Theorem 1 where
s+a—~b < r = c. Then the distinct elements of £ are given by:

(@ [0, p%0,p"] s+n=2e¢,n<s+a—b, bz=c

(b) [o0,Sp% p™ p"] s+n=c¢c,s+a—-b—c<n—-m<a-—>»
Sp(m + s) = p(b)ymod p(c)
S<plc—=mb—-s,c—s—m—a+b+n)

(©) [0,Sp%p™,0] mZc—a+b, Spim + s) = p(b)ymod p(c)
S<ple—m,c—s,b—3s)

The correspondence here to earlier theorems is this: If b = ¢ then 12.a cor”
responds to 3.b, 12.b to 3.h and 12.c to 3.d. If b < c then 12.b corresponds to 7.c
and 12.c to 7.a.

To start the proof of Theorem 12 we apply Lemma 5.c and conclude that £ is
included in the set of groups defined by [0, Sp®, p™, p"]. Furthermore, by Theorem
9 and Lemma 4, the isomorphism congruences are

BSp(s + a — b) = 0mod p(c),
@) oSp(s) = adSp(s) + (61(2) + p)p(b)mod p(c),
pv? = gmodp(c), v’ = vmodp(c).

Let %, be those groups in % where ¢ — (s + a — b) + n < m. Then, by
Lemma 5.c, we may assume that the defining relations for this subclass are
[0, Sp% 0, p"]. Next we must have b = ¢ forif b < cthen m +s = b; but m = c.
Finally since b = ¢ the number o’ of Lemma 5.a is the inverse of & modulo p, so
we may assume that o« = 1.

Let %, be those groups wherem < ¢ ~(s+a—b)+nandn <m+a —b;
ie,a~b—(c—s)<n—m < a—b. The congruences of (7) imply that m and
n are invariants and the isomorphism congruences are

B =p8plc—s—a+b)
(S — aS) = (6t(2) + p)p(b — s)ymod p(c — s)
' = v Pmodp(c), V! = u"mod p(c).
Consequently,

«a—1= —-f'Hplc—s—a+ b+ n— m)modp(c — m)
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where H is a number prime to p. So if the groups are isomorphic then
S = Smod p(i) where

i=minfc—s—a+b+n—mc—mb-—s}
the converse also holds.
Let Z5 be those groups where a — b < n— m < c. Then, by Lemma 5.b,

this class is included in the groups defined by [0, Sp®, p™, 0] and it is not difficult
to verify that the distinct groups correspond to the S where

S<ple—myc—s,b—y5s).

The usual arguments show that the classes .Z; are disjoint.

Let " denote the set of groups of Theorem 1 when a = b. This case is similar
to the one that appeared in Theorem 12; some details of the proof are different
but the final results are nearly identical. To begin £ is included in the set of groups
defined by [0, Sp*, p™, p"]. To prove this start with G defined by [Rp", Sp®, p™, p"],
apply Lemma 5.¢ to show that one may assume r = s, and then apply it once more
to eliminate the p" term. Furthermore the isomorphism m congruences are the
same as those in (7). However the argument branches into two cases: s < ¢ and
s =c

If s < ¢ one gets three cases which are analogous to the #; of Theorem 12.
Furthermore, as long as one adds the condition s < ¢, the final results are the same
as those stated in Theorem 12. The cases of Theorem 12 yield those of Theorem
Sfors < c.

If s = cone gets a set of groups defined by [0, 0, p™, p"]. The subset here where
n < m can be reduced, by Lemma 5, to the [0,0, p”,0]; the subset where m < n
to [0,0,0, p”]. Then one can show, by switching generators, that the groups of the
last two classes are isomorphic when m = n. In short the a = b, s = ¢ case
reduces to the set of groups [0,0, p™,0] where 1 < m < c¢. This can be incor-

porated into our final results by taking s = c in Theorem 5.b.
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