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Abstract
This paper examines two strands of literature regarding economic models of cooperation.
First, payoff transformation theories assume that people may not be exclusively motivated
by self-interest, but also care about equality and fairness. Second, team reasoning theorists
assume that people might reason from the perspective of the team, rather than an
individualistic perspective. Can these two theories be unified? In contrast to the
consensus among team reasoning theorists, I argue that team reasoning can be viewed
as a particular type of payoff transformation. However, I also demonstrate that many
payoff transformations yield actions that team reasoning rules out.
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1. Introduction
Many economic models assume that people are exclusively pursuing their material self-
interest, as opposed to pursuing social goals. Experimental economists have been
gathering evidence that people often violate this assumption of self-interest (Güth
et al. 1982; Fehr et al. 1993; Berg et al. 1995). The standard egoistic economic
model can be adjusted to yield a model that fits these empirical findings by
amending the assumption that people are exclusively pursuing their material self-
interest to the assumption that people care about fairness considerations (Rabin
1993; Fehr and Schmidt 1999; Bolton and Ockenfels 2000; Charness and Rabin
2002). Simply stated, these theoretical models presuppose that people care about the
distribution of the gains. They hence challenge the egoistic assumption in standard
economic models. In effect, they stipulate a transformation of the payoffs, so let us
refer to these as payoff transformation theories.

A conceptual clarification is in order. The scientific target of payoff transformation
theories is to study what motivates people. To be more precise, these theories
generally start with a material game, that is, a game that incorporates the material
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payoffs of the players, and then propose a transformation that turns this material
game into a motivational game that takes into account some motivationally
relevant factors.1 (The egoistic assumption can then be characterized as positing
that the only motivationally relevant factors are a player’s own material payoffs.)
There are, then, two challenges. First, we need to rigorously characterize the
various motivationally relevant factors. Mathematical models have been introduced
to characterize the nature of these factors and these models arguably provide an
intelligible and systematic explication of the factors. Second, given such a rigorous
theory, one can accurately formulate the behavioural predictions and,
consequently, determine which experimental evidence would validate or falsify the
proposition that a given set of motivational factors influence people’s behaviour.

Another strand of literature emerged in ethics, more specifically, in utilitarian theory,
which focused on the observation that a group may together fail to promote deontic
utility even if each player performs an individual action that promotes deontic
utility (Hodgson 1967; Regan 1980). Stated differently, it is perceivable that all the
members of a group fulfil their individual moral obligation even though there is an
alternative group action that would have benefited the group more. The problem
arises when the members find themselves in a coordination problem. In recent
years, these philosophical insights have been picked up and cultivated by some
economists who developed the theory of team reasoning (Sugden 1993; Bacharach
2006). Furthermore, the theory of team reasoning has been shown to explain
empirical results from a set of lab experiments regarding coordination games
(Colman et al. 2008; Bardsley et al. 2010; Butler 2012; Bardsley and Ule 2017;
Pulford et al. 2017). The unorthodox feature of these models is that they challenge
the individualistic assumption in rational choice theory, that is, they allow for
players to conceive of a decision problem as a problem for the team rather than for
themselves. A team reasoner asks herself ‘What should we do?’ as opposed to
asking herself ‘What should I do?’. In effect, this induces an agency transformation.

Can these economic models be unified? A unification would help provide a
rigorous model that supports both the experimental findings regarding fairness
and those regarding coordination problems. However, the consensus among
team reasoning theorists is that the action recommendations yielded by team
reasoning cannot be explained by payoff transformations – at least, not in a
credible way (Bacharach 1999; Colman 2003). I call this the incompatibility claim.

What is the importance of this incompatibility claim? First, if this incompatibility
claim were true, then it would be necessary to include team reasoning theories in our
theoretical toolbox in order to explain certain behavioural findings. The crucial
problem arises in forms of coordination in which two or more individuals try to
coordinate their actions in order to achieve a common goal. In particular, team
reasoning theorists claim that payoff transformation theories cannot explain why
people manage to jointly select an outcome that is best for everyone in a
common-interest scenario.2 This observation can be rephrased in two ways: the

1In contrast, it is common practice in game theory to take the utilities of a game to already include all
motivationally relevant factors.

2Colman and Gold (2018: 1770) concur: “Orthodox game theory cannot explain such intuitively obvious
forms of coordination as the selection of an outcome that is best for all in a common-interest game.”
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negative upshot is that payoff transformation theories are defective in that they
cannot explain this finding; and, the positive upshot is an independent argument
for endorsing team reasoning theories.

Second, one pivotal issue in the philosophy of the social sciences concerns
whether collective intentionality and collective action can be explained in terms
of standard individualistic intentional attitudes. This is an instance of the more
general discussion on methodological individualism (Heath 2015). If the
incompatibility claim were true, then this would generate a key argument for a
negative answer to this issue (Tuomela 2013).3 The latter conceptual distinction
is important because it may have further consequences for the central debates
about the tenability of methodological individualism.4

Alas, I argue against the incompatibility claim and demonstrate that team reasoning
can be viewed as a kind of payoff transformation theory.5 To be more precise, I show that
there is a payoff transformation that yields the same behavioural predictions and
action recommendations. I call this payoff transformation the theory of participatory
motivations, because it indicates that people care about the group actions they
participate in.

The second main goal is to compare and contrast team reasoning – and, by extension,
participatory motivations – with existing payoff transformation theories. To illustrate this
prospect, three well-known models from the payoff transformation literature will be
investigated. The resulting insights yield three general impossibility results: a large
class of payoff transformation theories recommends actions that team reasoning rules
out. In other words, none of these payoff transformation theories can explain
the action recommendations that are yielded by team reasoning. Hence, if payoff
transformation theories wish to explain the experimental finding of coordination
games, then a rather unorthodox payoff transformation is required.

The paper proceeds as follows. I start with some preliminaries regarding game
theory and, in particular, explicate the notion of a material game (x2). Those familiar

3For instance, Tuomela (2013: 15) writes: “The social world can be adequately understood and rationally
explained only with the help of we-mode concepts expressing full-blown collective intentionality and
sociality in addition to I-mode concepts. We-mode thinking and reasoning is not conceptually reducible
to I-mode reasoning; i.e., it is not definable by, or functionally constructible from, I-mode notions, nor
does it seem fully explainable in terms of the I-mode framework. The central reason for this is that it
employs a different reasoning mechanism that relies on groups (collective agents) as the basic agents of
reasoning. These differences lead to functional differences.”

4Although the exact consequences for methodological individualism may not be trivial, Tuomela (2013:
213–214), for example, writes: “If we-mode reasoning and I-mode reasoning produce different rational
behavior and if, as the discussed empirical evidence for we-reasoning suggests, human beings sometimes
reason in the we-mode, methodological individualism is not sufficient as a foundation of the social
sciences in either a prescriptive, rational, or descriptive sense. Theories that rely on the assumption of
methodological individualism need revision or complementation.”

5It might be helpful to note that it is not my aim to render team reasoning superfluous. On the contrary, I
believe that the explication of team reasoning in terms of participatory motivations will help bridge the two
paradigms and facilitate a co-evolution of ideas. The theory of team reasoning could, for example, include
the ideas of fairness and reciprocity in the explication of team preferences. I agree with Colman and Gold
(2018: 1770) who draw “attention to exciting opportunities that appear to exist for incorporating team
reasoning into social identity theory and also into the theory of cooperative social value orientation”
and demonstrate “how certain psychological theories could be strengthened significantly by
incorporating team reasoning”.
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with game theory can decide to skip most of this section; however, for the purposes
of this paper it is vital to become familiar with the distinction between material pay-
offs and personal motivation. An introduction to some theories and models of pay-
off transformation (x3) and team reasoning (x4) follows. The impossibility result
and possibility result regarding the relation between payoff transformations and
team reasoning are presented and discussed in x5. Finally, I conclude with a discus-
sion of the empirical and theoretical ramifications of my findings.

2. Game theory and material games
Starting with the seminal work by von Neumann and Morgenstern (1944), the theory
of games has been further developed and applied to study a wide range of phenomena
and topics. The theory provides a useful framework for thinking about interdependent
decision problems (Schelling 1960). I will begin by considering an example and its
game-theoretical model. Then, I set the stage for the remainder of the paper by
providing some definitions and conceptual clarifications.

Ultimatum game. Suppose a proposer and a responder bargain about the distribution
of a cake. For simplicity’s sake, let us suppose that there are two available distributions: the
80–20 split and the 50–50 split. The proposer can propose a particular distribution of the
cake and the responder can either decide to accept the offer, or to reject it. If the responder
accepts the offer, then each gets their allocation. If, however, the responder rejects the
offer, both will get nothing; see Figure 1.6

This example highlights the two fundamental components of a game-
theoretical model: the game form and the utilities. A game form involves a
finite set N of individual agents. Each individual agent i in N has a non-empty
and finite set Ai of available individual actions. The Cartesian product × i2NAi
of all the individual agents’ sets of actions gives the full set A of action profiles.7

The outcome function o selects for each action profile the resulting outcome o�a�

Figure 1. Ultimatum game.

6I take this description from Forsythe et al. (1994). My presentation of the ultimatum game has been
simplified in two ways: (1) the proposer cannot offer the distribution of the 20–80 split, and (2) the
game is presented as a normal-form game where the agents act simultaneously instead of an extensive
game where the proposer goes first. These simplifications help me avoid unnecessarily getting into the
technical details of Rabin’s model in x5 while retaining the conclusion that (equal, accept) could be a fairness
equilibrium.

7I adopt the notational conventions of Osborne and Rubinstein (1994: sec. 1.7) and omit braces if the
omission does not give rise to ambiguities.
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from the set of possible outcomes X. These games are generally called normal-form
games or strategic-form games.8

Definition 1 (Game Form). A game form S is a tuple hN; �Ai�;X; oi, where N is a
finite set of individual agents, for each agent i in N it holds that Ai is a non-empty
and finite set of actions available to agent i, X is a finite set of possible outcomes, and
o is an outcome function that assigns to each action profile a an outcome o�a� 2 X.

Let me mention some additional notational conventions and some derivative
concepts. I use ai and a0i as variables for individual actions in the set Ai and I
use a and a0 as variables for action profiles in the set A. For each group G � N
the set AG of group actions that are available to group G is defined as the Cartesian
product × i2GAi of all the individual group members’ sets of actions. I use aG and a0G
as variables for group actions in the set AG (� × i2GAi). Moreover, if aG is a group
action of group G and if F � G, then aF denotes the subgroup action that is F ’s
component subgroup action of the group action aG. I let �G denote the relative
complement N � G. Finally, if F \ G � ;, then any two group actions aF and
aG can be combined into a group action �aF ; aG� 2 AF[G.

It is typically assumed that a utility function ui of a given individual i assigns to
each outcome x a value ui�x�. However, we will assume that such a utility function ui
assigns to each action profile a a value ui�a�. It is easy to see that the latter is a gen-
eralization of the former. Let us call a utility function ui outcome-based if and only if
for every a; b 2 A it holds that ui�a� � ui�b� if o�a� � o�b�. The take-home message
is that this generalization allows for non-outcome-based utility functions.

A utility function can be used to represent many different things. It is typically
used by rational choice theorists to represent the preferences of an agent, or to
represent the revealed preferences of an agent (Okasha (2016) provides a useful
discussion on decision-theoretical interpretations of utility). But this is not the
only available interpretation. Deontic logicians, for instance, use a (typically,
binary) utility function to represent a single moral code (see Hilpinen (1971), or,
more specifically, Føllesdal and Hilpinen (1971: 15–19)). Depending on the
interpretation of the utility function, derived game-theoretical notions should be
interpreted differently. The value that an agent i’s utility function ui assigns to
an action profile is usually given by a real number, which straightforwardly induces
a comparison between action profiles, viz. a yields more utility than b according to
ui if and only if ui�a� > ui�b�. Depending on the interpretation of the utility func-
tion this means that (i) agent i prefers a over b, (ii) agent i always chooses a over b,
or (iii) a is deontically better than b.

My focus is on two different interpretations: the personal material payoff, denoted by
mi, and personal motivation, denoted by ui. That is,mi�a� > mi�b�means that agent i’s
material payoff that results from action profile a is higher than that associated with b;

8These normal-form games can be taken to represent a situation in which several agents act
simultaneously. These are contrasted with extensive-form games, which drop this simultaneity
assumption and can be taken to represent sequential moves. It is important to note that each extensive-
form game can be transformed into a normal-form game, although this transformation will remove the
temporal structure.
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and ui�a� > ui�b� means that agent i cares more about action profile a than about b
(the latter will be important in x3).

Definition 2 (Material Game). A material game S is a tuple hN; �Ai�;X; o; �mi�i,
where hN; �Ai�;X; oi is a game form, and for each agent i in N it holds that mi is a
material payoff function that assigns to each action profile a in A a valuemi�a� 2 IR.

Rational choice theory has produced many solution concepts. I will follow the
dominant practice in the social sciences and focus on the Nash equilibrium,
named after John Nash (1950, 1951). Stated simply, Ann and Bob are in a Nash
equilibrium if Ann is making the best decision she can, given Bob’s actual
decision, and Bob is making the best decision he can, given Ann’s actual decision.
Likewise, a group of agents are in a Nash equilibrium if each agent is making the
best decision she can, given the actual decisions of the others. A Nash equilibrium
is typically taken to represent a state in which no one has an incentive to deviate,
given the choices of the others.9 To illustrate, the Nash equilibria in the discussed
ultimatum game is (selfish, accept).

Definition 3 (Nash Equilibrium). Let S � hN; �Ai�;X; o; �ui�i be a game. Then an
action profile a is a Nash equilibrium if and only if for each agent i in N and for
every bi 2 Ai it holds that ui�a� ≥ ui�bi; a�i�.

3. Payoff transformation theories
It is well known that standard economic models are unable to explain some trivial
examples of human decision-making. For instance, the traditional theory of self-
interested rational individuals cannot explain, at least not satisfactorily, why people
vote, pay their taxes, or sacrifice their own prospects in favour of those of a peer.
Following psychological research dating back to the 1950s, experimental economists
started to gather further evidence in the 1980s and 1990s showing that people
diverge from purely self-interest and these findings could be replicated. These
observations include the fact that people are willing to sacrifice part of their own
material payoff to the benefit of another.

To illustrate this conflict between empirical evidence and theoretical predictions,
recall the ultimatum game (Figure 1). As noted before, the only Nash equilibrium is
(selfish, accept). This means that standard egoistic rational choice theory predicts
that proposers will choose the selfish distribution and that responders will accept
this offer. The experimental evidence, in contrast, shows that people generally
choose the fair distribution and that responders choose to reject selfish offers.
Both empirical findings are at odds with the predictions of standard rational
choice theory.

9Although the Nash equilibrium concept is widely accepted for descriptive purposes, its application in
normative domains cannot be straightforwardly justified (Risse 2000). Attempts to justify Nash equilibria
based on epistemic conditions gave rise to the field of epistemic game theory (see Perea 2012), originating
from the work on rationalizability (Bernheim 1984; Pearce 1984).
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To explain these empirical results, economists have proposed several theoretical
models that take considerations of fairness and reciprocity into account.10 For
example, Ernst Fehr and Klaus Schmidt write:

We model fairness as self-centered inequity aversion. Inequity aversion means
that people resist inequitable outcomes; i.e., they are willing to give up some
material payoff to move in the direction of more equitable outcomes. Inequity
aversion is self-centered if people do not care per se about inequity that exists
among other people but are only interested in the fairness of their own material
payoff relative to the payoff of others. (Fehr and Schmidt 1999: 819)

These and similar models have been used to fruitfully explain various empirical
findings (Rabin 1993; Bolton and Ockenfels 2000; Fehr and Schmidt 2006).11 It
is instructive to look a bit more closely at the theoretical models proposed by
Fehr and Schmidt (1999). For my current purposes, it will be helpful to do so
on the basis of, what I call, motivational games:

Definition 4 (Motivational Game). Amotivational game S is a tuple hN; �Ai�; X; o;
�mi�; �ui�i, where hN; �Ai�; X; o; �mi�i is a material game, and for each agent i in N it
holds that ui is a personal motivation function that assigns to each action profile a in
A a value ui�a� 2 IR.12

The models proposed by Fehr and Schmidt (1999) incorporate the intuition that
people dislike inequitable outcomes. This experience of inequity works in both
directions: people feel disadvantageous inequity if they are worse off than others;
and they feel advantageous inequity if they are better off than others. These two
experiences are modelled using two parameters: αi represents agent i’s disutility from
disadvantageous inequality; βi represents agent i’s disutility from advantageous
inequality. The motivation function is then given by the following equation:

ui�x� � mi�x� � αi
1

jNj � 1
Σj≠ i max�mj�x� �mi�x�; 0�

� βi
1

jNj � 1
Σj≠ i max�mi�x� �mj�x�; 0�

10Of course, the proposition that people are not exclusively self-interested has long been recognized in
social psychology and sociology. Social exchange theorists Van Lange and Balliet (2015: 68), for example,
write: “Interaction situations may be subject to transformations by which an individual considers the
consequences of his or her own (and other’s) behavior in terms of outcomes for self and other and in
terms of immediate and future consequences. Transformation is a psychological process that is guided
by interaction goals, which may be accompanied and supported by affective, cognitive, and motivational
processes.”

11To illustrate the popularity of such payoff transformations, note that Bicchieri (2006: 3) studies social
norms as a type of payoff transformation: “social norms, as I shall argue, transform mixed-motive games
into coordination ones. This transformation, however, hinges on each individual expecting enough other
people to follow the norm, too. If this expectation is violated, an individual will revert to playing the original
game and to behaving ‘selfishly.’”

12These models should not be confused with so-called psychological games (Geanakoplos et al. 1989).
Psychological games explicitly model the beliefs and expectations of the agents, while these are absent
in motivational games.
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where jNj is the cardinality of the set of individual agents, and it is assumed that
βi ≤ αi and 0 ≤ βi < 1. The resulting motivation function thus reflects a combina-
tion of personal material payoff and relative material payoff.

These payoff transformations are related to the socio-psychological literature on
social value orientations (SVO) (Deutsch 1949; Messick and McClintock 1968;
McClintock 1972, see Van Lange 1999; Murphy and Ackermann 2014 for more
recent work), where different SVO types are represented by linear payoff
transformations. Let us consider the simple two-player case involving agent i
and j. It is common to distinguish four basic SVO types: agent i has an
individualistic value orientation if ui � mi;

13 agent i has an altruistic value orienta-
tion if ui � mj; agent i has a cooperative value orientation if ui � mi 	mj; and,
lastly, agent i has a competitive value orientation if ui � mi �mj.

14

Moreover, Van Lange (1999) has introduced the so-called egalitarian social value
orientation, which readily corresponds to inequity aversion in the model by Fehr
and Schmidt (1999). In its most general form, social value orientations can be
modelled using motivation functions given by the following equation:

ui�x� �wi 
mi�x� 	Σj≠ iwj 
mj�x�
� αi

1
jNj � 1

Σj≠ i max�mj�x� �mi�x�; 0�

� βi
1

jNj � 1
Σj≠ i max�mi�x� �mj�x�; 0�

where jNj is the cardinality of the set of individual agents, it is assumed that βi ≤ αi
and 0 ≤ βi < 1, and it is assumed that wi 2 IR and wj 2 IR for every j 2 N . These
motivation functions indicate that people may care about their own material payoff,
the material payoff of others and that they may dislike inequitable outcomes. Let us
call these SVO motivation functions.

It should be noted that these particular payoff transformation theories are
outcome-based. That is, the postulated motivation functions only depend on the
outcome, not on the way that outcome came about. There are other payoff
transformation theories that involve motivation functions that are not outcome-
based. In the literature on social preferences, these are commonly called
intention-based, since these motivation functions are based on whether others’
actions are performed with kind or unkind intentions.15 Let us briefly go over
the general components of the models introduced by Rabin (1993) (also see
Dufwenberg and Kirchsteiger 2004; Falk and Fischbacher 2006; Segal and
Sobel 2007).

Matthew Rabin writes that we need a model that incorporates three facts:

13To avoid confusion, note that this means that the functions ui and mi are identical. That is, ui � mi

means that for any profile a it holds that ui�a� � mi�a�. Similarly, ui � mi 	mj means that for every profile
a we have ui�a� � mi�a� 	mj�a�.

14I am grateful to Andrew M. Colman for pointing out the literature on social value orientations and for
the recommendation to extend my general impossibility results to include these payoff transformations.

15Theories of psychological game theory involve the assumption that personal motivations might depend
on the expectations or beliefs of the agents. For simplicity’s sake, I refrain from discussing (higher-order)
beliefs and expectations here.
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(A) People are willing to sacrifice their ownmaterial well-being to help those who
are being kind.

(B) People are willing to sacrifice their own material well-being to punish those
who are being unkind.

(C) Both motivations (A) and (B) have a greater effect on behavior as the
material cost of sacrificing becomes smaller. (Rabin 1993: 1282)

Without going into unnecessary technical details,16 it is helpful to note that this
payoff transformation relies on so-called kindness functions. Given an action profile,
these kindness functions can be used to indicate how kind player i is being towards
player j. To illustrate this notion of kindness, recall the ultimatum game, which is
depicted in Figure 1. Let us consider the action profile (selfish, accept). The
kindness of the proposer toward the responder is a function of the set of personal
material payoffs of the responder that could result when the responder conforms to
(selfish, accept). The idea is that, given the responder’s choice to accept, the
proposer effectively chooses between the selfish distribution of (8,2) and the equal
distribution of (5,5). In particular, this means that the proposer decides to choose
the distribution that yields a material payoff of 2 for the responder whereas she
could have chosen a distribution that would have yielded a material payoff of 5 for
the responder. This means that the proposer is being unkind to the responder.

Let us formalize some of these ideas to illustrate a few properties of these
kindness functions. It suffices for our purposes to focus on two-player games.
Consider a two-player material game S and a particular profile a � �a1; a2�.
As indicated before, given the action profile a, the kindness of player 1 towards
player 2 can be determined by considering the set of action profiles that are com-
patible with 2’s choice, that is, Aconf �a2� :� fb 2 Ajb2 � a2g, and their associated
material payoffs Mconf

2 �a2� :� fm2�b�jb 2 Aconf �a2�g. First, note that this means
the kindness of player 1 towards player 2 at action profile a does not depend on
action profiles in which all players deviate from a. That is, the kindness at a
depends only on action profiles where some players conform to a. Second, in
particular, if m2�a� is maximal in Mconf

2 �a2�, then player 1 is not being unkind
to player 2. Third, if m2�a� is minimal in Mconf

2 �a2�, then player 1 is not being
kind to player 2.17 These observations will be crucial for the impossibility result
and the accompanying discussion in x5.

The resulting personal motivation functions in Rabin’s framework incorporate
material payoffs and a notion of reciprocity in terms of kindness functions.
These models indicate that players wish to treat others in kind, that is, player i
wishes to treat player j kindly only if j treats her kindly and vice versa. This
means that the personal motivation functions are not purely outcome-based.
After all, their personal motivation depends on how the other agents treat them.

16For example, one complexity arises from the fact that his model involves the beliefs and expectations of
the agents. The specification of a fairness equilibrium, however, does not require the specification of these
beliefs and expectations, because it imposes the condition that “all higher-order beliefs match actual
behavior” (Rabin 1993: 1287–1288).

17Note that this is slightly different from saying that player 1 is unkind to player 2. After all, an action
could be kind, unkind, or neither.
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4. Team reasoning
The idea of team reasoning originates from ethical theories of utilitarianism.18 The
core idea of team reasoning is that a member of a group asks herself ‘What
should we do?’ rather than ‘What should I do?’. Team reasoning hence relies on a
we-perspective. This means that a team reasoner first considers the group actions
available to the group, assesses these group actions in terms of their consequences,
finds the group action that best furthers their common or collective interests, and
then chooses her component of that group action.

To explain team reasoning in more detail and to contrast it with traditional rational
choice theory, let us consider the Hi-Lo game depicted in Figure 2. Team reasoning
theorists claim that traditional rational choice theory does not adequately address the
Hi-Lo game. It seems that (high, high) is the only rational solution, but the players have
no reason for preferring one action over the other if they are guided by traditional
rational choice theory. Let us see why. The Hi-Lo game contains two Nash equilibria:
(high, high) and (low, low).19 In particular, the action profile (low, low) represents a state
of equilibrium in which no one has an incentive to deviate from performing her
component individual action, given that everyone else performs their respective part.

As a response to this multiplicity, one may want to refine the Nash equilibria by
appealing to the Pareto dominance of (high, high) over (low, low) in order to select
the Nash equilibrium (high, high) as the only rational solution.20 There are two
problems with such a solution. First, what is the status of the Pareto principle in
standard rational choice theory? Hollis and Sugden (1993: 13) argue that the Pareto
principle “is a principle of rationality only to players who conceive of themselves as a
team, but not for players who do not”. It is therefore plausible that the rationalization
of the Pareto principle requires a departure from the central assumption in rational
choice theory that agency is only invested in individuals. Second, in any case, such a
(Pareto-dominant) Nash equilibrium only captures a possible status-quo: if everyone
expected the others to play their part in the Nash equilibrium, then they would have
a reason to do the same. It hence gives only a conditional recommendation and
triggers an infinite regress of reasons. I need not fully rehearse the problems for
traditional rational choice theory here, but the gist of the paradox should be clear at
this point: the theory does not rule out (low, low) and fails to select (high, high) as
the unique solution to the Hi-Lo game.21 This is not merely a theoretical glitch, but it
is also at odds with experimental evidence that people generally choose high.22 This

18Hodgson (1967) used it to demonstrate that rule and act utilitarianism rely on different modes of
reasoning. Regan (1980) later expanded on this argument in his theory of ‘cooperative utilitarianism’. In
the nineties Sugden (1991, 1993) fruitfully introduced team reasoning to the field of game theory.
Similar ideas have been proposed by Anderson (2001); Hurley (1989); and Gilbert (1989a).

19I will restrict my discussion to pure strategies. This restriction is harmless as mixed strategies do not
succeed in addressing the present worries.

20Harsanyi and Selten (1988) argue for Pareto dominance as a principle of equilibrium selection. Later,
Harsanyi (1995) gave risk dominance prominence over Pareto dominance.

21Hollis and Sugden (1993), Sugden (2000: 179–182) and Bacharach (2006: 35–68) provide more
elaborate treatments of these objections to traditional rational choice theory. See also Colman (2003)
and Gilbert (1989b).

22For experimental evidence for team reasoning, see Colman et al. (2008), Bardsley et al. (2010), Butler
(2012), Bardsley and Ule (2017), and Pulford et al. (2017).
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inadequate response to the Hi-Lo game by traditional rational choice theory stands to be
corrected, which is what team reasoning (as studied by Bacharach, Sugden, and Gold) has
been designed for.23

For our current purposes, it suffices to investigate the question of whether payoff
transformation theories can rule out (low, low) in the Hi-Lo game. This investigation
will take centre stage in the next section. Notice that this question is more narrow than
the question of whether rational choice theory can rule out (low, low).

Bacharach (2006: Ch. 1) and Sugden (2000: sec. 2, 3, 7 and 8) argue that traditional
rational choice theory needs to be augmented with a collectivistic reasoning method to
successfully address the Hi-Lo game. Team reasoning theorists appeal to the reasoning
process by which an individual agent reasons about what to do. An individual agent
engaged in team reasoning “works out the best feasible combination of actions for all
the members of her team, then does her part in it” (Bacharach 2006: 121). In the
Hi-Lo game, this reasoning goes as follows: the row player first identifies (high, high) as
the best combination of individual actions that they can perform and then decides to
perform her part in that combination, i.e. high. Similar reasoning prescribes high for the
column player. Team reasoning therefore entails that high is the only rational option,
and selects (high, high) as the only rational outcome. It hence solves the Hi-Lo game.

To help clarify the scope and limits of my study, let me briefly discuss two questions
that are relevant for operationalizing team reasoning. First, what are team preferences (in
contrast to individual preferences)? Team reasoning is generally taken to presuppose team
preferences that are used to determine the best combination of individual actions that the
team can perform (see Bacharach 1999; Sugden 2000). There are only a handful of
proposals in the literature that specify what this team preference generally involves.
Sugden (2010, 2011, 2015) seems to rely on a notion of mutual advantage or
benefit.24 Bacharach (2006: 59) on the other hand, hypothesizes that a team reasoner
“ranks all act-profiles, using a Paretian criterion”.25 I follow the trend in team

Figure 2. The Hi-Lo game.

23One could say that traditional rational choice theory yields a false positive in the case of the Hi-Lo game:
the theory does not rule out all intuitively bad choices. In contrast, another complaint towards rational
choice theory says that it also yields false negatives in that it rules out cooperation in the prisoners’
dilemma: the theory rules out intuitively plausible choices. Although team reasoning might address this
second problem, it is beyond the current paper to argue that it successfully does so.

24Karpus and Radzvilas (2018) develop a detailed formal account of mutual advantage.
25There has been some discussion on the relation between the team preference and the individual

preferences. For example, Gold (2012: 195) writes that Bacharach “allowed in principle that the group
objective might be welfare decreasing for some members” and according to Sugden (2000: 176) “the
preferences of a team are not necessarily reducible to, or capable of being constructed out of, the
preferences that govern the choices that the members of the team make as individuals”.
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reasoning and will suppose that the team preference is given. The benefit of doing so is
that the framework could incorporate any theory of team preferences.

It is helpful to add that team reasoning, interpreted strictly, does not operate on the
Hi-Lo game, as represented in Figure 2, since the game only shows the individual
preferences. Because team reasoning relies on team preferences, we need to make
some assumption regarding these team preferences. It is nonetheless
uncontroversial that the group prefers (high, high) over (low, low). Team
reasoning thus yields a convincing argument for choosing high in the Hi-Lo game.26

Second, how can the theory of team reasoning be extended to apply to a greater variety
of problems – not just the Hi-Lo game?27 In this essay, I will focus on interdependent
decision problems where the team preferences determine a unique best group
action.28 The application of team reasoning is unambiguous in these cases and the
Hi-Lo game indicates that traditional rational choice theory can fall short even in
these idealized cases. The main reasons for excluding cases where there are multiple
best group actions are that team reasoning theorists have only sparingly addressed
these cases and it is hard to formulate general desiderata that we would like our
decision theory to satisfy.29

The discussion of the Hi-Lo game and these two questions for team reasoning
should help the reader grasp the idea of team reasoning. Now, let me set forth a
simple model of team reasoning. A team game extends a material game by adding
participation states and team preferences.30 The participation states of the agents are
specified by a function P that assigns to each agent i the team P�i� � N in which
she is active. For each group G in the range of P, the team preference function vG assigns
to each action profile a in A a value vG�a� 2 IR. This illustrates that a given team game
presupposes that individuals team reason from the perspective of the team they are ac-
tive in and rely on the associated team preference.

Definition 5 (Team Game). A team game S is a tuple hN; �Ai�;X; o; �mi�; P; �vG�i,
where hN; �Ai�;X; o; �mi�i is a material game, P assigns to each agent i in N the team

26In recent years, Sugden (2015: 156) seems to embrace a theory of team reasoning that relies on notions
of mutual advantage and conventions. For example, he writes: “If individuals are to cooperate effectively,
they need to be ready to play their parts in mutually beneficial practices that seem to them to be – and
perhaps really are – less than ideal.” His new theory of team reasoning is, for instance, consistent with
(low, low)-play in the Hi-Lo game. Nonetheless, I will stick to the original idea that team reasoning is
designed to explain why high is uniquely rational.

27Compare Bacharach (2006: 58) – amended notation: “There are three requirements for a good theory of why
people play high in Hi-Lo: (i) that it imply observed behaviour, that is, the almost universal choice of high in normal
circumstances; (ii) that it do so intelligibly to us, which (to the extent that high intuitively and stably seems to us the
only rational thing to do) involves displaying high as uniquely rational – that is, giving principles of rationality which
are themselves persuasive, and showing they dictate doing high; and (iii) that it be part of a unified theory of a wide
range of problems, not just Hi-Lo – for example, all problems of cooperation.”

28Bacharach (1999) and Duijf (2018a; b) discuss team reasoning in cases where there are multiple best
group actions.

29Team reasoning struggles with scenarios in which there are multiple best group actions available. In
(Duijf 2018b: 445–447), I illustrate this defect by presenting a simple ambiguous Hi-Lo game and argue that
this undermines the application of team reasoning to typical collective action problems.

30A team game could be viewed as a simplification of what Bacharach (1999) calls unreliable team
interactions.

424 Hein Duijf

https://doi.org/10.1017/S0266267120000413 Published online by Cambridge University Press

https://doi.org/10.1017/S0266267120000413


P�i� � N that she is active in, and vG is the team preference function that assigns to
each action profile a in A a value vG�a� 2 IR, one for each group G in the range of P.31

As indicated before, team reasoning theorists assume that players do not reason
in line with traditional rational choice theory – at least in cases where the agent is
active in a non-singleton team. Let us specify how team reasoning works in a given
team game S. An agent i first determines the group action for the group P�i��� G�
that best promotes the team preference vG and then selects the individual action that
is her part in that group action. Under the assumption that there is a unique best
group action, team reasoning yields a unique individual action for each individual.

To illustrate, let us see how team games might explain the choice of high in the Hi-
Lo game. First, one could postulate the participation function that assigns to each of
the two individuals the team consisting of both. Second, one can postulate that the
team preference function is identical to the personal material payoff functions. The
resulting team game is depicted in Figure 3. This team game supports the conclusion
that each individual will choose high. Let us see why. An individual will first determine
the group action that best promotes the team preferences. In this particular case the
group action (high, high) does so. Then, she selects the individual action that is her
part of this group action, which yields high.

5. Team reasoning as a payoff transformation theory
What is the relation between team reasoning and payoff transformation theories? It
should be noted that team games generalize motivational games. That is, for each
motivational game S we can simply define a corresponding team game by setting

(a)

(b)

Figure 3. An illustration of a team game that yields high in
the material Hi-Lo game. (a) The material Hi-Lo game. (b)
Team game of the material Hi-Lo game, where the
numbers represent the team preference of the group f1; 2g.

31One could think of the team preference function as, what Sugden (2000: 197) calls, “the team-directed
preference”: “For an individual who engages in team-directed reasoning, her team-directed preferences
constitute a ranking of outcomes which she uses, by way of that reasoning, to determine which strategy
she chooses.” From this perspective, my definition of a team game requires that two agents’ team-
directed preferences are identical when they are active in the same team.
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P�i� � fig for every agent i in N and where the team preference function is identical
to the personal motivation function, that is, vi � ui. This entails that every motiva-
tional game can be viewed as a team game. Therefore, every payoff transformation
theory can be incorporated as an agency transformation theory. Note, however, that
the corresponding team game only involves participation states that indicate that
each individual agent is active in the singleton ‘team’ consisting of only herself.
It is thus a bit of a conceptual stretch to call such a team game an agency transfor-
mation. After all, the vital revision that team reasoning proposes is that people need
not be active in their personal singleton ‘team’.

Nevertheless, a payoff transformation theory may be implemented in the theory
of team reasoning to yield predicted or observed behaviour in experimental settings.
Consequently, experimental evidence for a particular payoff transformation theory
is compatible with team reasoning. This should not come as a surprise, since team
reasoning allows for both a payoff transformation and an agency transformation.

5.1. The impossibility result

What about the other direction, that is, can team reasoning be viewed as a payoff
transformation? It is important to note that payoff transformation theories use
rationality principles from orthodox rational choice theory to derive the
predicted or observed behaviour in experimental settings. That is, these theories
only change the utilities; the action recommendations then follow from standard
rationality principles.

The theory of team reasoning, in contrast to payoff transformation theories,
revises the rationality principles of traditional rational choice theory by adopting
a new reasoning method. It is often claimed that team reasoning differs from
certain payoff transformation theories:

[T]eam reasoning differs from, and is more powerful than, adopting the
group’s objective and then reasoning in the standard individualistic way.
(Bacharach 1999: 144)32

Team reasoning is inherently non-individualistic and cannot be derived from
transformational models of social value orientation. (Colman 2003: 151)

Two games play an important role in the theory of team reasoning: the Hi-Lo
game (see Figure 2) and the famous prisoner’s dilemma (see Figure 5a). In
particular, team reasoning theorists claim that payoff transformation theories
cannot explain the choice of high in the Hi-Lo game. In general, they advance
the claim that the action recommendations of team reasoning cannot be
explained by payoff transformations – at least, not in a satisfactory way. Call this
the incompatibility claim. For example, Natalie Gold and Robert Sugden write:

32On the basis of Bacharach (1999: Theorem 2), Hakli et al. (2010: 307, thesis 5) conclude: “We-mode
reasoning is not reducible to pro-group I-mode reasoning, i.e. it is not definable by or functionally
reconstructable from I-mode reasoning.”
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By using the concept of agency transformation, [team reasoning] is able to
explain the choice of high in Hi-Lo. Existing theories of payoff
transformation cannot do this. It is hard to see how any such theory could
credibly make (high, high) the unique solution of Hi-Lo : : : .

For Bacharach, the “strongest argument of all” in support of [the team-
reasoning account] of cooperation [in the prisoner’s dilemma] is that the
same theory predicts the choice of high in Hi-Lo games. (Bacharach 2006:
173–174)33

In contrast to this consensus among team reasoning theorists, I will prove that
every team game can be associated with a motivational game in such a way that they
yield the same action recommendations. In other words, my results demonstrate
that we do not need to transform both the payoffs and the unit of agency, rather,
it suffices to transform only the payoffs.34 I call this particular payoff
transformation the theory of participatory motivations (see x5.2 for more details).

My discussion and results demonstrate that participatory motivations are able to
explain both the choice of high in the Hi-Lo game and the choice to cooperate in the
prisoner’s dilemma. Before getting there, it will be helpful to ask whether team
reasoning can be captured by the payoff transformations proposed by Fehr and
Schmidt (1999), theories of social value orientations, and Rabin (1993), as
discussed in x3. The interrogation of these payoff transformation theories will yield
three general impossibility results.

Given the key role of the Hi-Lo game, it will be central to my investigation of payoff
transformation theories. As a preliminary remark, the argument in x4 demonstrated
that traditional rational choice theory fails to select high as the unique solution to
the Hi-Lo game. It is therefore vital to remark that the same argument applies to
any payoff transformation that transforms the material game associated with the
Hi-Lo game into a motivational game in which the action profiles are assigned similar
values by the personal motivation functions. More precisely, to rule out low for player 1,
payoff transformation theories need to yield a motivation function u1 that satisfies
u1(high, low) > u1(low, low). Moreover, to explain the choice of high for player 1,
the motivation function u1 needs to satisfy u1(high, high) > u1(low, high).

Let us start with investigating the model proposed by Fehr and Schmidt (1999).
Consider the material Hi-Lo game. Recall that team reasoning yields the action

33Gold and Sugden (2007: 117) concur: “One motivation for theories of team reasoning is that there are
games that are puzzles for orthodox decision theory, in the sense that there exists some strategy that is at
least arguably rational and that a substantial number of people play in real life, but whose rationality
decision theory cannot explain and whose play it cannot predict.” Compare Colman (2003: 183):
“Payoff transformations are potentially useful for psychological game theory, notably in Rabin’s (1993)
“fairness equilibria” : : : but they cannot solve the payoff-dominance problem [i.e. the Hi-Lo game],
although it would be pleasant indeed if such a simple solution were at hand.”

34In contrast, in the conclusion of Bacharach (2006: 173), the editors, Gold and Sugden, write: “One
might wonder whether Bacharach needs to transform both payoffs and agency. If payoffs have been
transformed so that they represent the welfare of the two players as a group, doesn’t conventional game
theory provide an explanation of why each individual chooses cooperate [in the prisoner’s dilemma]?
Not necessarily : : : . Conventional game theory does not show that rational players of [the prisoner’s
dilemma] will choose cooperate. To show that, we need a transformation of the unit of agency.”
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recommendation to play high – at least, given the team game depicted in Figure 3. Is it
possible to construct a motivational game, using payoff transformations proposed by
Fehr and Schmidt (1999), that yields the same prescription? In particular, as noted
before, this induces the requirement that u1(high, low) > u1(low, low). Hence, this
requirement entails that u1 can decrease even if the personal material payoff increases
while the relative material payoff remains unchanged. This is a strange proposition. It is,
indeed, easy to verify that this is incompatible with the theory proposed by Fehr and
Schmidt (1999). In fact, the resulting personal motivation function is the same as the
material payoff function in the Hi-Lo game regardless of the values of the parameters α
and β. In particular, for any values of the parameters α and β it will be the case that the
resulting motivational game does not rule out (low, low). This is the inspiration for the
first impossibility result.

To generalize this observation, consider a particular motivational game S0. Let us
use Aeq to denote the set of action profiles that yield an equal distribution of material
payoffs, that is, Aeq is the set fa 2 Aj for every i; j 2 N it holds that mi�a� � mj�a�g.
Given an agent i, we propose to call her personal motivation function equity-Pareto
if it satisfies the following criterion:

(EP) for any action profiles a; b 2 Aeq it holds that ui�a� > ui�b� if and only if for
every agent j it holds that mj�a� > mj�b�.

In other words, agent i prefers the outcome associated with profile a more than
the one associated with b if action profile a yields a higher material payoff for all
agents and both a and b yield an equal distribution of material payoffs. That is, the
personal motivations respect the Pareto principle on the set of action profiles that
yield equal distributions. Or, equivalently, they can only violate the Pareto
principle on action profiles that yield unequal distributions. It is easy to verify
that the model proposed by Fehr and Schmidt (1999) validates this equity-
Pareto principle. Moreover, it seems that any plausible payoff transformation
theory that relies only on considerations of equality will conform to this principle.

Theorem 1 (First Impossibility Result). Let S be the material game associated with
the Hi-Lo game. Let S0 be a motivational game that is based on S. Suppose the per-
sonal motivation functions are equity-Pareto. Then S0 does not rule out (low, low).

Proof. Observe that Aeq � A � f(high, high), (high, low), (low, high), (low, low)g.
Note that u1(low, low) > u1(high, low), since these action profiles each yield equal
distributions of material payoff and (low, low) Pareto dominates (high, low). Hence,
(low, low) is a Nash equilibrium in the motivational game S0.

The following is an immediate consequence of this impossibility result. Consider a
particular payoff transformation theory. If this payoff transformation theory conforms
to the equity-Pareto principle, then the action recommendations yielded by this payoff
transformation theory are different from those yielded by team reasoning. This finding
resonates with the incompatibility claim.

Let us proceed to theories of social value orientation. It can be shown that
whenever a given SVO motivation function is compatible with choosing high,
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then it is also compatible with low. In other words, there exists no SVO
motivation function that yields the same action recommendations as team
reasoning in the Hi-Lo game.35

Theorem 2 (Second Impossibility Result). Let S be the material game associated
with the Hi-Lo game. Let S0 be a motivational game that is based on S. Suppose
the personal motivation functions are SVO motivation functions. Then, S0 cannot
be compatible with (high, high) while ruling out (low, low).

Proof. Observe that Aeq � A � f(high, high), (high, low), (low, high), (low, low)g.
Therefore, for any profile a in A it holds that u1�a� can be given by �w1 	 w2�

m1�a�, where w1;w2 2 IR. Assume that S0 is compatible with (high, high). Then, we
must have u1(high, high) ≥ u1(low, high) and, therefore, �w1 	 w2� ≥ 0. However, this
entails that u1(low, low) ≥ u1(high, low). Hence, (low, low) is a Nash equilibrium in the
motivational game S0.

Let us now interrogate the model of Rabin (1993).36 To investigate its application
to the material Hi-Lo game, we need to investigate whether at (low, low) player 2 is
willing to sacrifice her material payoff in order to help or punish the other. To do so,
we need to first determine whether player 1 is being kind to player 2 at (low, low). As
noted in x3, we need to consider the set of action profiles consisting of (high, low)
and (low, low), and the associated material payoffs for player 2, which are 0 and 1,
respectively. Given this set of action profiles, player 2’s material payoff is highest at
(low, low). This entails that player 1 is not being unkind to player 2 at the action
profile (low, low) and it might even be that player 1 is being kind to player 2
(depending on the exact details of the kindness functions). Hence, player 2 might
be willing to sacrifice her own material well-being in order to help player 1. How-
ever, given player 1’s action, player 2 cannot improve player 1’s material payoff.
That is, m1(low, low) > m1(low, high). Hence, player 2 is not motivated to deviate
from (low, low). Similar reasoning shows that player 1 is also not so motivated. In
other words, Rabin’s proposed motivational game does not rule out (low, low).

To generalize this observation, take an arbitrary material game S and consider a
particular motivational game S0. Recall that, for any action profile a, Rabin’s kind-
ness function that assesses whether agent i was kind to agent j only relies on the set

35I am indebted to Andrew M. Colman for making me aware of this general impossibility result and its
importance. This impossibility result extends an earlier discussion by Colman (2003: 151–152) of linear
payoff transformations: “Although [linear payoff transformation] seems plausible and may help to explain
some social phenomena, it cannot explain the payoff-dominance phenomenon or incorporate team
reasoning. Team reasoning is inherently non-individualistic and cannot be derived from transformational
models of social value orientation.” It may be interesting to note that Van Lange and Gallucci (2003: 178),
in their commentary, respond by claiming that “a transformation analysis may very well account for the fact
that people tend to be fairly good at coordinating in the Hi-Lo Matching game and related situations”.
However, Colman (2003: 182) replies by arguing that “they misunderstand the problem”. In any case, I
hope that this impossibility result helps to clarify the exact limitations of the theory of social value orientations.

36Team reasoning theorists have considered the question of whether Rabin’s theory solves the Hi-Lo
game. For instance, Bacharach (2006: 174) writes: “Reciprocity in Rabin’s sense does not affect the
equilbrium status of (low, low).”My third impossibility result generalizes this claim (see Theorem 3 below).
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of action profiles where agent j conforms to a, that is, Aconf �aj�. In particular, for the
profile (low, low) this means that the kindness functions of players 1 and 2 only rely
on the set f(high, low), (low, high), (low, low)g, that is, they do not rely on (high,
high). Moreover, this means that any agent’s kindness function at most relies on
the set of action profiles Aconf �a� :� fb 2 Aj there is an agent i such that
ai � big. The set Aconf �a� can be thought of as those action profiles that may result
from partial conformity to a – as opposed to full-scale deviation.

Consider any action profile a such that each player’s material payoff at a is higher
than her material payoff associated with any other action profile in Aconf �a�. Then,
none of the agents is being unkind to others while some might even be kind to others
(depending on the specific details of the kindness functions). In light of Rabin’s first
fact, the agents might be motivated to sacrifice their own material payoff in order to
help others. However, under this condition, no agent can improve any other agent’s
material payoff. Moreover, under this assumption, no agent can improve her own
material payoff. Hence, the three facts that Rabin wishes to accommodate entail that,
under these circumstances, no player is willing to deviate from a.

Given an agent i, we propose to call her personal motivation function partial-
conformity-Pareto if it satisfies the following criterion:

(PCP) for any action profiles a; b 2 A it holds that ui�a� ≥ ui�b� if

(i) b 2 Aconf �a�, and
(ii) for every agent j it holds that mj�a� � maxc2Aconf �a� mj�c�.

In other words, no agent assigns a higher utility to action profile b than to a if action
profile b partially conforms to a and a Pareto dominates all of the action profiles
that partially conform to it. It should be clear that Rabin’s models validate this
principle. Moreover, it seems that any plausible payoff transformation theory
that relies only on considerations of kindness that involve partial conformity will
incorporate this principle.

Theorem 3 (Third Impossibility Result). Let S be the material game associated with the
Hi-Lo game. Let S0 be a motivational game that is based on S. Suppose the personal
motivation functions are partial-conformity-Pareto. Then S0 does not rule out (low, low).

Proof. Note that Aconf ((low, low))� f(high, low), (low, high), (low, low)g and note
that for each player j it holds that mj(low, low)� maxc2Aconf ��low;low�� mj�c�. Hence,
u1(low, low) ≥ u1(high, low), since conditions (PCP)(i) and (PCP)(ii) hold for
(low, low) and (high, low). Hence, (low, low) is a Nash equilibrium in the motiva-
tional game S0.

Consider any payoff transformation theory that endorses the partial-conformity-
Pareto principle. Then the action recommendations yielded by this payoff
transformation theory are different from those yielded by team reasoning. This,
again, concurs with the incompatibility claim.

What have we learnt from these impossibility results? Instead of drawing the
conclusion that the individualistic assumption in rational choice theory needs to
be abandoned in order to explain that (high, high) is the unique solution of the
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Hi-Lo game, I take this to mean that the agents need to care about more than
equality and reciprocity. The general principles underlying these impossibility
results can help to establish that other payoff transformation theories are also
incompatible with team reasoning. Moreover, these principles indicate that a
rather unorthodox payoff transformation theory is required for explaining why
low is ruled out. After all, any payoff transformation that conforms to (EP) or
(PCP) will be compatible with low and, as a consequence, will be incompatible
with team reasoning.

5.2. The possibility result

I demonstrate that team reasoning can be viewed as a payoff transformation that
incorporates the intuition that people care about the group actions they
participate in.37 In particular, my proposal reflects the following two stylized ideas:

(*) People might be willing to sacrifice their own material well-being to do their
part in a collective act, where their part is defined as the individual action
they ought to perform if the group is to be successful in realizing a
shared goal.

(**) Motivation (�) has greater effect on behaviour as the material cost of
sacrificing becomes smaller.

Team reasoning solves the Hi-Lo game by relying on a team game. In this section,
the aim is to demonstrate that there are ways to define a motivational game on the
basis of a given team game. It may be hard to determine which individual acts would
qualify as doing your part in a collective act. For instance, in cases where agent i is
active in a team that does not include all the agents she interacts with, it may be hard
to determine which group action best promotes the team’s utility. Moreover, there
may be cases where there are multiple ways to achieve a certain goal and the
group is indifferent between each of these. However, when agent i is active in the
team consisting of all the agents, then the best group actions are exactly those
group actions that yield the highest team utility. In the remainder of this section,
we therefore restrict our attention to team games that uniquely identify the best
group actions.

Although there are multiple ways to incorporate the idea that agents care about the
group actions they participate in, for our current purposes it suffices to show that there
is a motivation function that yields the same action recommendations as team
reasoning does. For simplicity’s sake, we assume that each individual agent i is
active in the team consisting of all the agents – that is, P�i� � N . Let us introduce some
notation to rigorously characterize the idea that agents care about the group actions they
participate in. Recall that Aconf �ai� is the set of action profiles that are compatible with
agent i’s choice ai. Let V

conf
i �ai� :� fvG�b�jP�i� � G and b 2 Aconf �ai�g denote the

37My personal inspiration comes from Kutz’s (2000: 67) theory of participatory intentions; he writes:
“I argue that many cases of joint action are best explained by the intentions with which individual
agents act. These intentions are what I call participatory: Individuals act with the intention of
contributing to a collective outcome.”
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team utilities that are associated with the team that agent i is active in and with the
action profiles in Aconf �ai�. Consider the following motivation function:

umax
i �a� � γ i 
mi�a� 	 δi 
maxVconf

i �ai�
where γ i; δi ≥ 0, γ i represents the utility from the agent’s material payoff, and δi
represents the utility from the group actions one participates in. (The subscript i for
the parameters γ and δ is suppressed in case the omission does not give rise to ambi-
guity.) Let us call these participatory motivation functions.38

The benefit of including both the parameters γ and δ is that we can empirically test
the trade-off between thematerial payoff and the ‘participatory’ utility. After all, it seems
highly implausible that people will always sacrifice their own material payoff in order to
promote participatory utility. Whereas team reasoning theorists typically invoke a strict
dichotomy between individualistic reasoning and team reasoning, the proposed partic-
ipatory motivations allow for a more gradual picture where participatory utility can
outweigh material payoffs – without neglecting material payoffs altogether.39

To illustrate the participatory motivation function for the Hi-Lo game, consider
Figure 4 which depicts the participatory motivational game that is associated with
the team game of the Hi-Lo game (Figure 3). It should be clear that (low, low) fails
to be a Nash equilibrium in the participatory motivational game if and only if
δ > γ. That is, participatory motivations rule out low if and only if the agents care more
about the group actions they participate in than about their material payoff. Hence,
under these assumptions, standard rationality principles can be applied to the partici-
patory motivational game of the Hi-Lo game to yield high. More precisely, the applica-
tion of the standard rationality principles in this participatory motivational game rules
out low, as desired.

Theorem 4 (Possibility Result for Hi-Lo). Let S be the material game associated with
the Hi-Lo game. Then there exists a motivational game S0, that is associated with S,
such that (high, high) is the only Nash equilibrium in S0.

Proof. Consider the motivational game depicted in Figure 4 with δ > γ. In the
resulting motivational game, only (high, high) is a Nash equilibrium.

Before generalizing this possibility result, let us elaborate on one way to interpret the
values assigned by the participatory motivations in the Hi-Lo game. Consider P1 in the
participatory motivational game with γ � 0 and δ � 1 (see Figure 4). What makes it the
case that her utility is 1 at (low, high) while it is 2 at (high, low)? Her utilities could be taken
to describe what it would feel like for her to end up in one of the cells of the game matrix.
Although there is no distinction in the actual outcome, I suggest that the distinction be
thought of as follows. At (high, low) P1 thinks of herself as having counterfactually

38Note that there are some obvious alternatives. We could postulate that agents care about the total
goodness of the group actions they might participate in. This idea could be incorporated by the
following motivation function: uΣi �a� � γ 
mi�a� 	 δ 
ΣVconf

i �ai�. The study of these motivation functions
and other alternatives has to be left for future research.

39Variants of team reasoning that invoke such a strict dichotomy include Bacharach’s (2006)
“circumspect team reasoning”, Smerilli’s (2012) “vacillation between frames”.
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participated in (high, high), while at (low, high) she thinks of herself as having counter-
factually participated in (low, low). In other words, the difference between these outcomes
is that P1 either sees herself as doing her part in the collective act (high, high) or as doing
her part in the collective act (low, low). Since (high, high) yields a higher team utility than
(low, low), her participatory utility is higher at (high, low) than at (low, high).40

It is important to realize that participatory motivations can explain cooperation in
the prisoner’s dilemma. To illustrate this fact, consider the game-theoretical model of
the prisoner’s dilemma in Figure 5a. To apply the theory of participatory motivations,
let me add the assumption that the team utility is given by the sum of the individual
material payoff.41 That is, vN�a� � Σi2Nmi�a�. The participatory motivational game
associated with prisoner’s dilemma is depicted in Figure 5.

(a)

(b)

(c)

Figure 4. An illustration of the participatory motivational
game associated with the Hi-Lo game. (a) Material game
of the Hi-Lo game. (b) The team game associated with
the Hi-Lo game. (c) The participatory motivational game
of the Hi-Lo game.

40Although these considerations about counterfactuals may seem unorthodox, the theory of fairness by Rabin
(1993) can be viewed as relying on similar counterfactuals. Suppose P1’s personal motivation is given by Rabin’s
theory. Then, P1’s utility at (high, low) might be lower than at (low, high) because P1’s feeling of being treated
badly by P2 is stronger at (high, low) than at (low, high). Let us explain why. First, P2 is being unkind at (high,
low), because P2 could have counterfactually yielded a higher payoff for P1 if P2 had chosen high instead of low.
Second, it is plausible that P2 is being more unkind at (high, low) than at (low, high), since she could have
counterfactually yielded payoff 2 for P1 at the former profile compared with payoff 1 for P1 at the latter profile.

41This is a working assumption, and it has some conceptual problems. For example, it may prescribe self-
sacrifice, which goes against the idea of team reasoning for mutual benefit; and it requires interpersonal
comparisons of utility. However, at this stage, the modest purpose is to illustrate the participatory
motivations in some decision contexts.
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In the participatory motivational game associated with the prisoner’s dilemma, it
is easy to see that (C, C) is the only Nash equilibrium if and only if the following
inequalities obtain:

3γ 	 6δ > 4γ 	 4δ

6δ > γ 	 4δ:

Hence, the agent cooperates if and only if 2δ > γ. That is, under these idealized
assumptions, an agent cooperates if and only if she cares less than twice as much
about her material payoff than about the group actions she participates in. The
model thus demonstrates that an agent will cooperate depending on the (agent-
specific) trade-off between material self-interest and participatory utility, i.e.
depending on the exact values of γ i and δi. It is an advantage that participatory
motivations can be used to explain cooperation in the prisoner’s dilemma.

Let us generalize the possibility result to team games that include a unique best
group action. For this class of team games, team reasoning can be subsumed under
participatory motivations. In particular, in these scenarios, we can prove that team
reasoning yields the same action recommendations as participatory motivation
functions with γ � 0 and δ > 0.

(a)

(b)

(c)

Figure 5. An illustration of the participatory motivational
game associated with the prisoner’s dilemma. (a)
Material game of the prisoner’s dilemma. (b) The team
game associated with the prisoner’s dilemma. (c) The
participatory motivational game of the prisoner’s dilemma.
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Theorem 5 (Possibility Result). Let S be a material game. Let ST be a team game
based on S, and let i in N be an agent. Suppose that P�i� � N and suppose that vN
yields a unique best group action among those in A. Let a� 2 A be the unique best
group action, and let SP be any participatory motivational game with γ � 0 and
δ > 0. Then, a� is the only Nash equilibrium in SP.

Proof. Take any action profiles a; b 2 A with ai � a�i and bi ≠ a�i . Hence
a� 2 Aconf �ai� and a�=2 Aconf �bi�. Since a� is the unique best group action,
it holds that maxVconf

i �ai� > maxVconf
i �bi�. Since γ � 0, we get

umax
i �a� � δ 
maxVconf

i �ai� > δ 
maxVconf
i �bi� � umax

i �b�.
It follows that a�i strictly dominates any other available individual action in the

participatory motivation game. Therefore, a� is the only Nash equilibrium in SP.

In other words, the associated participatory motivational game SP prescribes each
player to perform the individual action that is her component in the best group action
that is available to the team she is active in. Or, equivalently, the participatory motiva-
tions rule out any individual action that is not her component in the best group action.

It immediately follows that the action recommendations yielded by team
reasoning in ST are the same as those yielded by standard rational choice theory
in SP. Hence, the action recommendations of team reasoning can be equally well
explained by a payoff transformation. Or, equivalently, it shows that an important
part of team reasoning can be reduced to traditional individualistic reasoning with a
particular motivation. So, the effects of the agency transformation in team reasoning
can be simulated by a payoff transformation.

To clarify, it is an open question whether the general possibility result (Theorem 5)
demonstrates that participatory motivations entirely exclude any form of collective
reasoning. After all, the payoff transformations rely on the team game and, in
particular, on the team utilities. If these team utilities can only be obtained via
team reasoning, then the corresponding participatory motivations would require
team reasoning. Given the lack of consensus on what team utilities are, it is
plausible that whether these participatory motivations exclude team reasoning
depends on the details of the particular account of team utilities.

One of the main justifications for team reasoning is that it advances cooperative
behaviour in Hi-Lo games. Whether the cooperative incentives in the material Hi-Lo
game actually lead to team reasoning is not at issue. Team reasoning sets out to
address what makes high the only rational option. As such, the theory of participatory
motivations is on an equal footing. After all, the action recommendations resulting
from team reasoning coincide with those resulting from participatory motivations in
the Hi-Lo game. This justification for the team-reasoning account of cooperation
therefore transfers to the theory of participatory motivations.

The previous theorem can be viewed as generalizing this justification for the
theory of participatory motivations beyond the Hi-Lo game. The result
establishes that whenever there is a unique best group action, then players with
certain participatory motivations successfully pick out this best group action.
Hence, the team-reasoning account of cooperation is on a par with the theory of
participatory motivations with regard to guaranteeing successful cooperation in
these scenarios.
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The main possibility result entails that there is a payoff transformation theory
that yields the same action recommendations as team reasoning. Therefore, if we
compare theories on the basis of the action recommendations that they produce,
then payoff transformations are at least as powerful as team reasoning. In other
words, the action recommendations yielded by team reasoning can be derived
from payoff transformation models. After all, participatory motivations can fully
account for the behaviour predicted by team reasoning. It thus seems impossible
for team reasoning theorists to uphold the incompatibility claim. We discuss
some options to rectify the compatibility claim in the final section.

6. Discussion
The results of team reasoning cannot be explained by the particular payoff
transformations of Fehr and Schmidt (1999), nor by those involving social value
orientations, nor by those of Rabin (1993). More generally, I have shown that
team reasoning cannot be explained by a wide class of payoff transformation
theories (Theorems 1, 2 and 3). In contrast to this negative result, I have shown
that there is a payoff transformation theory, which relies on participatory
motivations, that does yield the same action recommendations as team reasoning
(Theorems 4 and 5). This provides evidence against the incompatibility claim,
which states that team reasoning cannot be derived from payoff transformation
theories – at least, not in a credible way.

Before stepping back and drawing more general conclusions, let me briefly
mention several properties of these participatory motivations. First, participatory
motivations are process-oriented rather than outcome-based. That is, they
incorporate the idea that people care not only about features of the outcome but
also about how that outcome came about. In other words, it is conceivable that
someone’s utility differs between two identical outcomes if they were produced in
a different manner. Second, participatory motivations may evaluate a given
player’s actions differently depending on the concurrent actions of the others
rather than depending on the past actions of others or on the beliefs regarding the
actions of others. In other words, it involves instantaneous reciprocity rather than
sequential reciprocity or belief-based reciprocity.42 Lastly, participatory motivations
provide a simple model that allows for trade-offs between self-interest and team
reasoning concerns (the latter is represented by the participatory utility).

With regard to the incompatibility claim, my results show that to validate this
claim, team reasoning theorists need to go beyond the behavioural realm and,
for example, include mental constructs in their theoretical and empirical
explanandum. After all, the theory of participatory motivations is able to explain
the behavioural predictions of team reasoning. It may be helpful to point out
that the realm of mental constructs could include beliefs, expectations,
preferences, motivations, sentiments, and perhaps even personal identity. To

42Although our discussion of the models proposed by Rabin (1993) abstracted away from the beliefs and
expectations (see x3), Rabin’s models and predictions were supposed to be expectation-based. That is, if I
believe that you are unkind, then I am motivated to act unkindly. I take this to be a type of belief-based
reciprocity.
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theoretically validate the incompatibility claim, one could try to argue that payoff
transformation theories are unable to explain both what makes (high, high) rational
and explain certain sets of beliefs and sentiments.

Let me supplement this observation with an example. In his recent book, Sugden
(2018: Ch. 9) discusses the ‘paradox of trust’ (also see Isoni and Sugden (2019)). To
illustrate this paradox, consider the normal-form representation of a trust game in
Figure 6.43 The investor’s option of sending can be interpreted as investing one unit
of material payoff in a way that will generate five units. The trustee then decides on
how to distribute the costs and benefits of this investment. It is therefore natural to
interpret the action profile (send, return) as a practice of trust. The paradox is that
“in a theory in which individuals are motivated by reciprocity, two individuals cannot
have common knowledge that they will both participate in a practice of trust”
(Sugden 2018: 222). More precisely, such common knowledge would undermine the
idea that the investor’s choice of send is kind. Setting aside the question of how this
paradox affects existing payoff transformation theories, it is important to note that the
paradox involves a behavioural and a mental component: the paradox indicates the
impossibility of a practice of trust when agents are motivated by reciprocity and
commonly know that each participates. Phrased differently, these beliefs and
motivations are jointly incompatible with the practice of trust.

Alternatively, team reasoning theorists might claim that its mode of reasoning
cannot be reduced to that of individualistic reasoning.44 Although I cannot say
anything conclusive on this suggestion, a few remarks are in order. First, in the
absence of an elaborate theory of reduction, it is hard to ascertain whether the
claim is interesting nor whether it is true. Second, to empirically verify the claim,
it seems like we would need methods to reliably determine the mode of reasoning
that people employ. Lastly, in any case, the fact that the theory of participatory
motivations yields the same action recommendations as team reasoning should be
taken very seriously. After all, the most compelling argument for the team-
reasoning account of cooperation concerns its action recommendations: it predicts
high in the Hi-Lo game and it explains cooperation in the prisoner’s dilemma.

Another theoretical move could be to argue that the notion of participatory
motivations does not cohere with other mental constructs in an agent’s psychological
economy. For example, the participatory motivation suggests that an individual
agent’s evaluation of an outcome that was brought about by the best group action is
distinct from her evaluation of that outcome if it were brought about in a different
manner. This property is not standardly included in the outcomes of a game. For
instance, in his seminal contribution to decision theory, Savage (1954) models actions
as functions from states to outcomes. So standard preferences on outcomes cannot
encompass these participatory motivations. However, as we alluded to in x3, within
the literature on other-regarding preferences there is a wide class of payoff transforma-
tions that are process-oriented. We therefore need not revise the rationality principles of
traditional rational choice theory; rather, we need to revise the assumption that motiva-
tions are outcome-based.

43Although the trust game is standardly represented in extensive-form, as opposed to our normal-form
representation, this does not matter for our current purposes.

44I thank the anonymous reviewers of this journal for inspiring me to think about this possibility.

Economics and Philosophy 437

https://doi.org/10.1017/S0266267120000413 Published online by Cambridge University Press

https://doi.org/10.1017/S0266267120000413


Lastly, I would like to emphasize that I am sympathetic to the idea of team reasoning
and to the ideas of fairness and reciprocity. It may turn out that a fusion between payoff
transformation theories and team reasoning is needed to find the key to cooperation.
My aim should thus not be understood as an attempt to reduce one to the other. Rather,
by relying on this theoretical unification, we can understand the differences more
rigorously and make systematic progress towards modelling human decision-making
and cooperation.
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