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Abstract
The evolution of the temperature and mass balance of first-year (FYI: Site S1) and second-year
(SYI: Site S2) land-fast sea ice (LFSI) in May–November were investigated using high-resolution
thermistor-string-based ice mass balance buoys, borehole measurements and a numerical sea ice
model. In May, the growth rate of a 0.55 m FYI ice floe (9.2 mm day−1) was twice that of 1.08 m
SYI (4.7 mm day−1) in snow-free conditions. After snow accumulation on 10 June, the growth
slowed down and both reached 3.5 mm day−1 by 20 July. The observed/modelled ice thicknesses
were 1.38/1.47 m for S1 (26 November) and 1.70/1.84 m for S2 (30 November). The correlation
coefficients between the modelled and observed average ice temperature profiles were 0.8(verti-
cal)/0.9(temporal) for S1 and 0.89/0.97 for S2. SYI had a higher winter cold content (32.78MJm−2)
than FYI (21.01 MJ m−2). The modelled and observed snow depths were comparable when 50%
ERA5 precipitation was used as the forcing. Snow–ice and superimposed ice formation were most
sensitive to the precipitation pattern, followed by the initial snow depth and initial ice thickness.
The net ice growth of both FYI and SYI were inversely related to the initial ice thickness and snow
depth.

1. Introduction

Antarctic sea ice is a crucial factor in the climate and local marine ecosystems (Massom and
Stammerjohn, 2010). Since the 1970s, Antarctic sea ice extent underwent a period of slow
increase until 2015 followed by a rapid decrease (Comiso and others, 2008; Liu and Curry,
2010). The extent broke its minimum low record in the Austral summers of 2017, 2022 and
2023 with an area of 2.11, 1.92 and 1.79 million km2, respectively (Gilbert and Holmes, 2024).
Antarctic land-fast sea ice (LFSI) is attached to the shore, grounded icebergs and ice shelves.
It has a longer lifetime than drift ice, and it can extend offshore up to hundreds of kilometres
(Massom and others, 2001b; Fraser, 2021, 2023). LFSI is first-year ice (FYI), apart from Fjords
where second-year sea ice (SYI) has been found (Massom and others, 2001b).

Investigations of land-fast ice, particularly in Prydz Bay, East Antarctica have been carried
out extensively in the past. Under the Antarctic Fast Ice Network (AFIN) initiative (Heil and
others, 2011), the year-round logistic support provided by the Chinese Zhongshan station and
other stations in the vicinity of Prydz Bay made sustainable snow and sea ice field experiments
possible.The studies have focused on the impact of atmosphere conditions and seasonal oceanic
heat flux on land-fast ice evolution (Heil and others, 1996;Heil, 2006; Lei and others, 2010), local
sea ice physical properties (Tang and others, 2006; Yang and others, 2016a) and seasonal and
interannual land-fast ice mass balance (Li and others, 2023). Modelling studies have been car-
ried out to understand the role of oceanic heat flux and albedo in the icemass balance (Yang and
others, 2016b; Zhao and others, 2021), the patterns of FYI and SYI during austral late autumn
and early winter (Zhao and others, 2017), the role of snow on land-fast ice evolution (Zhao and
others, 2019a), sensitivity of parameterization in sea ice models (Liu and others, 2022) and the
internal structure of land-fast ice (Zhao and others, 2022b).

Snow cover on sea ice reveals large spatial variability (Massom and others, 2001a; Webster
and others, 2018). In the Weddell Sea, the average annual snow depth is 0.5 m, with maximums
up to 1.0 m (Eicken and others, 1994). Snow continues to accumulate throughout the year,
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Figure 1. Research site. (a) Sentinel-2 satellite image (19 December 2019) of the Zhongshan station (red star), S1 (FYI) and S2 (multi-year ice: SYI) mark the observation sites
of the thermistor-string based ice mass balance buoys and borehole snow depth and ice thickness. (b) Photograph taken in August 2019 looking toward Nella Fjord from the
top of Tiane ridge, S2 is on the left outside of the photo frame.

with an average net accumulation of approximately 0.34 m (Arndt
and Paul, 2018; Nicolaus and others, 2021). In contrast, in the
Prydz Bay in the Indian Ocean sector, the average annual snow
depth is only 0.2 m (Lei and others, 2010). Snow is a good insu-
lator and limits ice growth but also protects the ice from melting
(Maykut and Untersteiner, 1971; Maykut, 1986; Fichefet and oth-
ers, 2000). On the other hand, snowmay contribute to ice thickness
by transforming into snow–ice and superimposed ice due to flood-
ing, melt-freeze cycles and liquid precipitation (Shirasawa and
others, 2005). For snow–ice formation, snow needs to be thick
enough to push the ice surface below the sea level, causing flooding
of seawater that forms slush for the source of snow–ice. Snowmelt-
water and rainwater act as the sources of superimposed ice. Frozen
slush contributes to 5–25% of the total ice thickness in Antarctic
seas (Jeffries and others, 1997; Haas and others, 2001; Massom and
others, 2001b).

In Prydz Bay, the LFSI is primarily seasonal and categorized as
first-year ice (FYI).Thismeans that the ice typically forms inMarch
(austral early winter) and disintegrates by the end of December
(austral early summer) (Lei and others, 2010). However, under cer-
tain conditions, a portion of the FYI LFSImay persist over summer
and become SYI. The thermal regimes of FYI and SYI LFSI differ
significantly. These differences can be identified through vertical
ice temperature profiles, which influence ice growth rates, ther-
mal inertia and cold content (the energy required to raise the ice
temperature to the melting point).

We aim to answer the following questions: (1)Howdoes precip-
itation impact the seasonal cycle of land-fast FYI and SYI?, (2)How
does the initial ice condition impact the seasonal cycle of land-fast
FYI and SYI? and (3) Canwe find new knowledge to quantify snow
and ice interaction on a local scale?

We used thermistor string data of snow and ice temperature,
and borehole snow and ice thickness measurements over FYI and
SYI LFSI fromMay toNovember 2019. Based on operationalmete-
orological observations, ERA5 atmospheric reanalysis products,

and a numerical sea ice model, snow and ice layer growth and
interactions have been investigated. We go beyond Zhao and oth-
ers (2017) investigation of the FYI and SYI transition process in
March by investigating a longer period variation of FYI and SYI.

2. Data and method

2.1. Research site and climatological condition

The research site is in the coastal area of the Chinese Antarctic
Zhongshan station (69°22ʹ24ʹʹS, 76°22ʹ40ʹʹ E) in the Prydz Bay
(Fig. 1). The annual mean air temperature is − 9.9°C (Weigang and
others, 2022). The highest and lowest air temperatures recorded
in history were 9.8°C and −45.7°C (Bian and others, 2010; Yang
and others, 2010; Turner and others, 2020). Easterly and southeast-
erly winds prevail year-round in the region (Li and others, 2023),
and wind speed shows clear annual variations with high values in
Austral winter and low values in Austral summer. Wind affects the
spatial distribution of snow in the Fjord along the direction of the
prevailing wind (Yang and others, 2016a; Zhao and others, 2019a).
Precipitation at Zhongshan Station is predominantly solid, typi-
cally associated with cyclonic or storm events. Near the coastline,
strong winds frequently drive the snow away from the ice, leav-
ing the surface almost bare. In contrast, more than 1 km offshore,
snow depth can reach 0.2–0.4 m (Yu and others, 2018; Zhao and
others, 2019a). Affected by the prevailing wind from the continent,
the local air is dry and the annual average humidity is 54%.

The coastal area is predominantly covered by LFSI, extend-
ing 60–100 km in winter and 20–40 km in summer north of
Zhongshan Station (Zhao and others, 2020). FYI grows from
March to August, reaching a maximum thickness of about 1.7 m
by October–November (Li and others, 2023). Ocean currents
underneath LFSI are influenced by regional winds, sea ice distri-
bution and inflow of ice-melt water (Hu and others, 2023). The
primary water masses in Prydz Bay and adjacent seas include
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Table 1. Information on ice buoy deployment

Ice buoy FYI (S1) SYI (S2)

Deployment date 2 May 2019 4 May 2019
End date 16 Nov 2019 24 Aug 2019
Initial ice thickness (m) 0.51 1.08
Initial snow thickness (m) 0.02 0.00
Last ice thickness measured on 26 Oct (m) 1.38 1.70
Last snow thickness measured on 26 Oct (m) 0.13 0.13

Antarctic SurfaceWater, Prydz Bay ShelfWater, Circumpolar Deep
Water and Antarctic Bottom Water. Temperature and salinity vari-
ations are most pronounced in the surface waters during summer
months, while the warmer waters of the circumpolar deep layer
remain relatively stable (Vaz and Lennon, 1996; Yabuki and others,
2006).

2.2. In situ observations

As an active component of the AFIN program, snow and sea ice
measurements off Zhongshan station are mandatory under the
umbrella of the Chinese National Antarctic Research Expedition
(CHINARE) voyages. The CHINARE 2019 expedition marked the
35th voyage. Two thermistor string-based ice mass balance buoys
were deployed. They comprised temperature sensors, a data acqui-
sition device and a power supply unit (Zuo and others, 2018). The
temperature sensors were DS18B20, manufactured by DALLAS.
Themeasurement range is between −55°C and 125°Cwith an accu-
racy of ± 0.5°C (Fezari and Al Dahoud, 2019). The length of the
thermistor chains was 3 m and the sensor spacing was 3 cm. The
data acquisition device included a clock module, a master control
chip and an SD memory card. Once deployed, data are collected
at a pre-set interval and stored in an SD card. The temperature
chains were deployed in the boreholes so that the upper sensors
were in the air, the chains extended through the snow and ice and
the lowest sensors were in the water. The power supply unit deliv-
ers 3.3 V to the sensors and data acquisition device. Due to the
low temperatures at the site, the power supply unit was equipped
with a solar panel that charged the batteries when exposed to
sufficient sunlight, ensuring stable long-term operation of the
system.

Two ice buoys were deployed on 2 and 4May 2019 at the sites S1
(76.362°E, 69.368°S) and S2 (76.349°E, 69.382°S) (Table 1). S1 was
located at the mouth of Nella Fjord, 1 km northwest of Zhongshan
Station, usually covered by FYI between early March and late
November. S2 was located inside Nella Fjord, where the ice is pre-
dominantly multi-year ice due to the terrain orientation (Zhao and
others, 2020). The distance between the two sites was 1.6 km. The
vertical temperature profiles were sampled every 2 h. Due to tech-
nical issues, the thermistor chain at S2 ended recording on August
24, while the thermistor chain at S1 worked continuously until
November 16 when the buoy was recovered.

Snow depth and ice thickness were measured manually by
drilling boreholes using a 5 cm diameter auger. Three to five ice
holeswere drilledwithin a 10-m radius each time. Ice thicknesswas
measured with an ice gauge from the boreholes, and snow depth
was measured with a stainless-steel ruler at three sites located 1 to
5 m from each ice hole. In total, 30 and 29 sets of manual observa-
tions were collected at S1 and S2, respectively. The accuracy of the
snow depth and ice thickness measurements is ± 0.5 cm.

The meteorological data were obtained from the Zhongshan
automatic weather station (AWS): 10m air temperature, 10mwind

speed and direction and relative humidity. Precipitation is notmea-
sured at Zhongshan Station but daily accumulated precipitation is
available at the Russian Progress Station, 1 km east of Zhongshan
Station.

2.3. ERA5 reanalysis data

The fifth generation of the European Centre for Medium-Range
Weather Forecasts (ECMWF ERA5) reanalysis data provides
global climate and weather information from 1940 to the present
(Hersbach and others, 2023). It utilizes ECMWF’s 4D-Var data
assimilation and the Integrated Forecasting System (IFS), incor-
porating models and observations worldwide. Released in 2017,
ERA5 replaced the ERA-Interim reanalysis data, offering higher
spatial and temporal resolution. ERA5 is accessible as an online
download service, updated daily with a delay of approximately
5 days (Hersbach and others, 2023). We extracted 10 m wind
speed, 10 m air temperature, relative humidity, incident shortwave
radiation, atmospheric longwave radiation and precipitation. The
original ERA5 products have a spatial resolution of 0.25° × 0.25°
and a temporal resolution of 3 h. In this study, a bilinear spa-
tial interpolation was used to increase the spatial resolution to
0.125° × 0.125°.The nearest point to Zhongshan station was picked
up, and a temporal linear interpolationwas applied to obtain a time
series with a 1-h time step.

2.4. HIGHTSI model configuration

The one-dimensional high-resolution thermodynamic snow and
ice model (HIGHTSI) was applied in the study (Launiainen and
Cheng, 1998). HIGHTSI solves the heat conduction equation for
the snow and ice layers separately. The upper boundary is the sur-
face skin temperature coupled with the surface heat balance. The
surface temperature is solved by Newton’s iteration method from
the surface heat balance. The lower boundary of ice is fixed at
the freezing temperature of seawater (−1.8°C) in this study, and
the boundary moves due to melting and freezing as quantified
by the upward oceanic heat flux and the conductive flux into the
ice. Surface and sub-surface melting is calculated from the surface
heat balance and solar heat absorption within snow and ice layers
(Cheng and others, 2003; Zhao and others, 2022b). Snow accu-
mulation resulted from precipitation, and part of the snow layer
may form slush with sea water, melt water, or rain and turn into
snow–ice or superimposed ice (Leppäranta, 1983; Shirasawa and
others, 2005). Snow-depth changes also due to snowmetamorpho-
sis. Ice growth slows down due to the insulation of snow (Wang
and others, 2015) or steps up due to the formation of snow–ice
(the snow was heavy enough to overcome the buoyancy of ice,
and was mixed with seawater to form slush that was subsequently
refrozen) and superimposed ice (snow meltwater percolated deep
down to the snow–ice interface and refroze) (Cheng and others,
2003).

In the HIGHTSI model, the prognostic variables are tempera-
ture distribution and snow depth, slush, snow–ice, superimposed
ice and congelation ice. The snow depth accumulation is con-
verted from snowfall (given as snow water equivalent, SWE) with
a fixed snow density, and snow melting is calculated by the surface
heat balance. Slush, snow–ice and superimposed ice are modelled
directly as described above, and congelation ice is formed ormelted
at ice bottom. We assume snow–ice and superimposed ice were
formed at the snow–ice interface and these components are inte-
grated with congelation ice to form the total ice thickness. For
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Table 2. Summary of the modelling experiments

Site No
Initial ice

thickness (m)
Initial snow
thickness (m)

Precipitation
(mm/h) Temperature (°C)

Ref runs S1 1 0.51 0.0 ERA5*0.5 AWS
S2 2 1.08 0.0 ERA5*0.5 AWS

Sensitivity
Experiments

S1 3 0.3 0.0 ERA5*0.5 AWS
4 0.7
5 0.51 0.05 ERA5*0.5 AWS
6 0.1
7 0.2
8 0.3
9 0.51 0.0 0 AWS
10 1
11 1.5
12 2

13 − 16 0.51 0.0 ERA5 × 0.5 AWS ± 1.2
S2 17 0.9 0.0 ERA5 × 0.5 AWS

18 1.3
19 1.5
20 1.08 0.05 ERA5 × 0.5 AWS
21 0.1
22 0.2
23 0.3
24 1.08 0.0 0 AWS
25 1
26 1.5
27 2

28−31 1.08 0.0 ERA5 × 0.5 AWS ± 1.2

simplicity, we assumed superimposed ice formation occurred at
the onset snow melt so that meltwater drains down to ice surface
to act as the source. The density of accumulated snow is parame-
terized according to Anderson (1976), and the density of slush is
calculated as a function of density of snow, ice andwater (Saloranta,
2000). The basic equations and parameters of the model are sum-
marized in a supplemental file (Table S1), with the applied values
of the parameters provided in Table A1.

The essential atmospheric forcing data are wind speed (Va), air
temperature (Ta), relative humidity (Rh), precipitation (Prec) and
downward shortwave (Qs) and longwave radiative (Ql) fluxes. In
this study, Va Ta and Rh came from AWS observations, and Prec,
Qs and Ql were ERA5. Preliminary modelling trials revealed that
the ERA5 precipitation overestimated snow accumulation. ERA5
data interpolated to 0.125° resolution are not always well rep-
resentative in a local study in a strongly heterogeneous terrain.
The uncertainties of ERA5 precipitation over the Antarctic have
been investigated by Roussel and others (2020) who found that
the ERA5 precipitation errors in areas of complex topography can
be up to 50%. Therefore, we applied 50% reduced precipitation
(0.39 mm day−1) as the model input (Yu and others, 2018). This
setup has been justified for multidecadal simulations of Canadian
Arctic land-fast ice where snow drift was strong (Wang and others,
2024).

In situ observations have indicated that the oceanic heat flux Fw
has an annual cycle in Prydz Bay (Heil and others, 1996; Lei and
others, 2010; Yang and others, 2016b). The highest values appear
during the lateAustral summer and early autumn, i.e. after summer
ice breakup and beginning of new ice season.When ice is formed in
March, Fw decreases drastically and remains small until November
when ice starts to melt and sunlight warms the water beneath sea
ice. Formodel simulation during the cold season, we used the fixed
value of 6 W m−2 (Zhao and others, 2017).

To fulfill the objectives, we designed modelling experiments as
follows: (a) Two reference runs, Ref (S1) and Ref (S2), applying
the observed initial condition of S1 and S2. The meteorological

and oceanic boundary conditions were the same. (b) Sensitivity
experiments for snow depth and initial ice thickness (Table 2).
Sensitivity experiments on snow, snow–ice and superimposed ice
formation have been done before (Zhao and others, 2019a), and
here we went further by usingmore realistic model conditions.The
impacts of initial snow and ice thickness, temperature and snow-
fall on snow and icemass balance were also investigated.The initial
temperature was linearly interpolated between air temperature and
freezing temperature at ice bottom. The model simulations started
on 4 May and lasted until 30 November.

2.5. Analytical ice growthmodel

During cold conditions, ice growth can be estimated using an
analytical quasi-steady model (Leppäranta, 1993), known as the
Zubov’s law:

𝜌iLf
dh
dt + Qw =

ki (Tf − To)
H = ka (To − Ta) , (1)

where 𝜌i is the sea ice density at the basal layer, Lf is the latent
heat of freezing, h is the ice thickness, t is time, ki is the ther-
mal conductivity of sea ice, Tf is the sea water freezing point, To
is the ice surface temperature, Ta is air temperature, ka is air-ice
exchange coefficient and Qw is the oceanic heat flux. Given the
initial condition h (0) = h0 and Qw = 0, we have:

h = √(h0 + ki/ka)
2 + a2S − (ki/ka) , (2)

S =
t
∫
0

(Tf − Ta) dt, a2 = 2ki/𝜌iLf . (3)

Here S is the freezing-degree-days (FDD) in °C day, 𝜌i, Lf , and
ki were set to 910 kg m−3, 333.4 kJ kg−1 and 2.2 W m−1 °C−1,
respectively, and ki/ka was set to 10 cm.
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Figure 2. The scatter plot of AWS and ERA5 data during the investigation period; wind speed (a), air temperature (b) and relative humidity (c).

Figure 3. Wind rose diagram based on the data collected from AWS from 1 May
2019, to 31 Dec 2019. The colours represent different wind speed intervals.

3. Results and discussion

3.1. Meteorological conditions

The scatter plot comparison of Va, Ta and Rh between AWS and
ERA5 is given in Figure 2. For wind speed, the agreement was
reasonable (R2 = 0.50). The mean AWS and ERA5 values were
5.2 m s−1 and 5.3 m s−1, respectively. The time series of AWS wind
speed (FigureA1) indicated five peaks larger than 15m s−1 between
May and November, and ERA5 reproduced such high events. For
weak winds (< 5 m s−1), ERA5 tended to overestimate the val-
ues, while the opposite was true for high winds. The easterly wind
direction dominated in the study period (Figure 3) in line with the
climatological wind conditions (Zhao and others, 2019b; Li and
others, 2023).

The correlation between AWS and ERA5 air temperature
was high (0.97), but ERA5 tended to overestimate/underestimate
low/high temperatures. During the study period, for Ta < − 20°C
ERA5 showed a warm bias of 2.1°C, while for Ta > − 5°C, ERA5
had a cold bias of 2°C. Overall, ERA5 had a cold bias of 0.54°Cwith
a root mean square error (RMSE) of 2.3°C. In the melting period
between November and January, ERA5 air temperature revealed

2.1°C cold bias. The observed and ERA5-modeled humidity val-
ues were scattered. On average, the ERA5 relative humidity was
7.53 ± 0.15% lower than the AWS recordings.

3.2. Snow and sea ice observations

Snow depth and ice thickness observed at S1 and S2 both showed
similar, distinguished features (Figure 4a). Over the entire obser-
vation period, the mean snow depths were 0.12 m and 0.14 m
at S1 and S2, respectively, and the difference is attributed to sur-
face topography and wind conditions. During the survey period,
there were three peaks in snow depth where increase was associ-
ated with heavy snowfall while decrease was due to snow drift by
strong wind (Figure 4b).

Initial ice thicknesses at S1 and S2 differed from each
other (Figure 4c), which resulted in different ice growth rates.
Before snow accumulation, ice grew at S1 by 9.2 mm/day, nearly
twice as fast as at S2 (4.7 mm day−1). When the first major snow
accumulation event began on 10 June, the ice growth rate for FYI
slowed to 3 mm day−1, while the SYI site showed an increase in
the ice growth rate to 10 mm day−1 until the snow depth reached
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Figure 4. (a) Snow depth at S1 and S2, (b) wind speed and direction by AWS, hourly precipitation from ERA5 and (c) ice thickness at S1 and S2. The vertical grey dashed lines
mark the snow episodes (maximum snow accumulation), and the blue bars mark the moments when snow started to accumulate (left) and ice growth rate changed (right).

its maximum peak on 15 June. The decrease in the ice growth
rate at S1 was due to the immediate snow insulation effect. The
observed increase in the ice growth rate (calculated from two suc-
cessive in situ visits) at S2 in response to snow accumulation can
only be explained by snow–ice formation. During this period,
the ice thickness was 1.28 m, assuming snow and ice densities of
300 kg m−3 and 900 kg m−3, respectively. A snow-flooding event
(required to form slush for snow–ice formation) would necessitate
a minimum snow depth of about 0.44 m. However, the maximum
observed snow depth was only 0.26 m on 15 June, it was too thin
to facilitate snow–ice formation. Thus, this apparent ice thickness
increase is likely attributable to measurement bias or heterogeneity
in the SYI bottom (Zhao and others, 2022a). From 15 June onward,
the ice growth rates were 3.4 mm day−1 (close to the ice growth
rate between 10 and 15 June) for FYI and 2.9 mm day−1 for SYI,
respectively, until 20 July, when both stabilized at an almost con-
stant rate of 3.5 mm day−1. Thus, FYI responded stronger to initial
snow accumulation than SYI. The ice temperature buoys worked
well during this period (cf. Fig. 7). The temperature gradient rep-
resented the ice growth in good agreement with the borehole
observations. The details are given in the following section.

3.3. Snow and ice modelling

3.3.1. Control runs
The modelled snow depth at S1 and S2 were almost the same since
we applied the same ERA5 precipitation (50%) as the external forc-
ing (Fig. 5). The simulated snow depth could not reproduce large
snowfall events on June 15, August 31 and October 19 because the
HIGHTSI model does not include snow drift which was evident in
the observations. The modelled onset of snow melting agreed with
observations indicating a good simulation of the surface energy
balance. The modelled snow depth was in agreement with obser-
vations at S2 since the site was inside the narrow fjord surrounded
by hills (Fig. 1a) where snow drift was limited. The modelled mean
and maximum snow depths were 0.11 m and 0.24 m at both sites,
and the corresponding observed mean and maximum values were
0.12m and 0.32m for S1 and 0.14m and 0.41m for S2, respectively.
Themodelledmean andmaximumsnowdepthswere 92%and 75%
of the observed values at S1, and 79% and 59% of the observed
values at S2.

The agreement between the observations and model is better
for ice thickness at both sites than for snow depth. By the end
of the simulation, ice thickness at S1 and S2 reached 1.47 and
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Figure 5. Time series of snow depth and ice thickness at S1 (a, c) and S2 (b, d) sites. The solid lines are for HIGHTSI model (red) and Zubov analytical model (blue), and the
circles are observed values.

Figure 6. The observed and modelled sea ice growth rate at (a)
S1 and (b) S2 sites. The hourly ice growth rate was smoothed by
a 5-day moving average.

1.84 m, respectively, when the modelled FYI and SYI thickness
had increased by 0.96 and 0.76 m, respectively. The bias (positive
in both cases) and RMSE of the model results were, respectively,
0.08 m, 0.09 m for S1 and 0.07 m, 0.08 m for S2. The overestima-
tion of ice thickness between late May and early October for both
model runs may be attributed to the model’s failure to catch up
with the heavy snowfall events in June, August and October. The
analytical model (blue lines in Fig. 5) indicated a better fit of the
ice thickness: the bias and RMSE were 0.04 m, 0.05 m for S1 and
0.03 m, 0.04 m for S2, respectively.

3.3.2. Growth rate
The modelled ice growth rate reproduced the periods (defined
by blue bars in Fig. 4c) of the observed ice growth character-
istic nicely (Fig. 6). Before snow accumulation, the growth rate
was higher in FYI (11.2 mm day−1) than in SYI (6.9 mm day−1).

Once the snow accumulation started, growth slowed. First, FYI
grew slightly faster (4.4 mm day−1) than SYI (3.9 mm day−1), and
from 19 July their growth rates were the same (1.9 mm day−1).
The mean and maximum values were 0.44 cm day−1 and 1.0 cm
day−1 for observations and 0.46/0.43 cm day−1 and 1.57/1.08 cm
day−1 for HIGHTSI/Zubov model at S1. The corresponding values
at S2 were 0.32 cm day−1 and 0.6 cm day−1 for observations, and
0.36/0.31 cm day−1 and 0.86/0.65 cm day−1 for HIGHTSI/Zubov
model.

3.3.3. Surface temperature
The HIGHTSI model captures well the surface temperature evolu-
tion (Fig. 7). It tends to overestimate the cold peaks. The discrep-
ancy between the observed and modelled surface temperature is
related to the accuracy of snow depth.
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Figure 7. Observed and modeled surface temperature
and the differences (mod−obs) for S1(a) and S2 (b)
sites. The observed surface temperature was extracted
by linear interpolation based on snow depth (or ice
thickness), and readings from the thermistor sensors of
ice-tethered buoys closest to the surface).

Figure 8. Observed and modelled ice temperature and their difference at site S1 (a, b, c) and S2 (d, e, f). The circles and black dots are manually observed snow depths and
ice thickness, respectively. Note different time windows for S1 and S2.

3.3.4. Ice temperature
The modelled temperature showed comparable patterns with the
observations (Fig. 8). Based on observed snow condition and ver-
tical ice temperature patterns, the modelling period was divided
into five stages: Snow-free stage I, Rapid snow accumulation
stage II, Cold period III, Warm-up period IV and Snow melt-
ing period V. Two types of correlation coefficients were cal-
culated. The correlation coefficient between temperature pro-
file (Corr (p)) refers to the correlation between modelled and
observed average vertical temperature profile for a given period.
The temporal correlation coefficient (Corr (t)) refers to the cor-
relation between modelled and observed vertically averaged ice
temperature over the entire ice layer. The adjustment time scale
of the temperature profile is h2𝜌c/k 10 day in the diffusion
process.

The results of the HIGHTSI model fit are shown in Table 3. The
outcome was good in free conditions (Stage I) while snow accu-
mulation in Stage II introduced strong insulation effect damping
of the upward conductive heat flux. Because of the poor snow-
depth simulation, the agreement between observed and modelled
ice temperature was reduced. Stage III was dominated by a strong
cold outbreak, when air temperature dropped below −30°C with
the mean value of −22°C (Figure A1), and snow depth remained
stable. The simulated ice temperature was improved. In Stage IV,
the error of modelled ice temperature was larger at S1 than at S2
because themodelled snow depth was essentially identical for both
sites, whereas the observed snow depths were different. In Stage V,
the ice temperature increased and the ice growth period ended. For
both sites, the correlation coefficients between temperature profiles
were higher than the temporal correlation coefficients.
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Table 3. Statistics of modelled temperature fit in five stages; Tsfc and Ti represent the surface temperature and mean ice temperature, respectively

Sites I II III IV V Whole

S1 Tsfc Corr(t) 0.82 0.8 0.87 0.76 0.36 0.85
Bias(°C) 0.85 0.95 2.34 2.29 3.11 1.87
RMSE 3.01 5.17 4.57 4.48 4.81 4.4

Ti (mean) Corr (p) 0.98 0.93 0.97 0.96 0.41 0.91
Corr (t) 0.74 0.69 0.92 0.28 0.98 0.80
Bias(°C) 0.11 0.99 0.16 1.28 1.44 0.50
RMSE 0.97 1.41 0.63 1.59 1.51 1.35

S2 Tsfc Corr(t) 0.82 0.8 0.86 0.84 – 0.85
Bias(°C) 1.16 1.22 2.42 2.34 – 1.66
RMSE 3.08 4.9 4.78 4.66 – 4.34

Ti (mean) Corr (p) 0.99 0.94 0.98 0.97 – 0.97
Corr (t) 0.83 0.81 0.98 0.94 – 0.89
Bias(°C) 0.21 0.70 0.82 0.04 – 0.03
RMSE 0.87 1.17 1.02 0.15 – 0.93

Figure 9. Observed and modelled average ice temper-
ature and estimated cold content during the simulation
period when ice-tethered buoys observations are avail-
able for s1(a) and s2(b). see figure legend for calculated
components.

The ice temperature data allows us to estimate the first-order
cold content (CC) of ice, i.e. the amount of energy required to raise
the temperature of ice to the melting point (Parajuli and others,
2021). CC is defined as:

CC = 𝜌cH (Tm − T) (4)

where 𝜌 is the density, c is the specific heat,H is the thickness, T is
the mean temperature and Tm is the melting temperature. The sea
ice density is assumed constant (910 kg m−3), and the specific heat
of sea ice is a function of ice temperature and salinity (Ono, 1967).
In Prydz Bay, the average ice salinity is 4 psu (Lei and others, 2010).

Applying average ice temperature, the modelled and observed
cold content are estimated (Fig. 9). The correlation coefficient
between the observed and modelled average normalized ice tem-
perature was 0.91 for S1 and 0.97 for S2. The large discrepancy in
ice temperature was associated with snow depth in mid-June and
early October. The underestimation of snow thickness in the sim-
ulations resulted in increased temperature in the upper ice layer.
In the period 2 May–24 August, the mean CC for S1 and S2 were
21.01 MJ m−2 and 32.78 MJ m−2, respectively.

The ice temperature profiles were compared at six selected time
instants (Fig. 10). The model could reproduce a vertical tempera-
ture gradient with the mean values of 9.4°C m−1 and 9.6°C m−1 for
S1 and S2, respectively, while the corresponding observed values

were 7.7°Cm−1 and 5.2°Cm−1. During the simulation period, a lin-
ear temperature profile dominated. As long as sunlight was weak,
nonlinearities were caused by thermal inertia. In Figure 10, ice was
gaining heat in profiles a, b, e, f, losing heat in profile d, while
profile c was linear, in steady state. The biased modelled temper-
atures in b and f were caused by the biased snow depth (c.f. Fig. 8).
In late October, the increasing solar radiation (Zhao and others,
2022a) added on the nonlinearity of ice temperature profiles in
both observed and modelled cases.

3.4. Sensitivity modelling experiments

The sensitivity study examines how themodelled snow and ice lay-
ers react to initial and weather conditions. The sensitivity can be in
general studied using the differentialmethodwhich gives the sensi-
tivity of F (p1, … , pm) to pi as 𝛿F = (𝜕F/𝜕pi) 𝛿pi (e.g., Fichefet and
Maqueda (1997); Yang and others, (2016a); Leppäranta (2023)).
Here, we considered the maximum-modelled snow depth, ice
thickness, snow–ice and superimposed ice, as well as the net ice
thickness budget.

For analytical model, according to the Eq. (2), ignoring the con-

stant ki/ka, the maximum ice thickness is hmax = √h0
2 + a2Smax

and the sensitivity is
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Figure 10. Selected ice temperature profiles. The solid lines are model
results for S1 (red) and S2 (black), and the circles are observations for
S1 (red) and S2 (black). the profiles are normalized to [−1,0] where 0 is
ice surface and −1 is ice bottom.

𝛿hmax = h0
hmax

𝛿h0 + (hmax − h2
0

hmax
) 𝛿a

a + a2

2hmax
𝛿Smax (5)

The sensitivity to h0 is small for small h0 and approaches 𝛿h0 for
h0 → hmax. The sensitivity to a is proportional to hmax when h0 →
0; for example, if a climatic mean of a is used, then 𝛿a/a ≈ 0.2, and
𝛿hmax ≈ 0.2 ⋅ hmax (Fig. 11).

The sensitivity of the HIGHTSI maximum ice thickness is pro-
portional to the initial ice thickness (Fig. 12a), similar with the
scaling analyses by Zubov model (Eq. 5). In this case, the initial
ice thickness does not affect the modelled snow depth because
there was no slush formation, and the modelled average snow
depth remained unchanged as well as for the source-superimposed
ice in melt–freeze cycles. The maximum FYI and SYI thicknesses
are inversely related to the initial snow depth (Fig. 12b) due to
the strong insulation effect of snow. The initial snow depth was
too small to trigger snow–ice formation. The modelled maximum
thickness of superimposed ice was proportional to the increase of
initial snow depth because thicker snow generates more surface
melting.

Increasing precipitation created more insulation that reduced
the maximum ice thickness (Fig. 12c). With enough precipita-
tion, snow–ice formation process was triggered. Snow–ice and also
superimposed ice formation could overcome the snow insulation
effect, and as a result, themaximum ice thickness started to slightly
increase. Air temperature change has a negative linear effect on the
maximum ice thickness (Eq. 5, Fig. 12d). Also, a higher air tem-
perature brought a thinner snow cover and superimposed ice layer
and vice versa.

Figure 13 illustrates the sensitivity of ice thickness to initial
conditions and forcing (see Table 2 for more information of the
model experiments). We focus on ice growth season between 2
May and 28 October. Ice growth was inversely related to the ini-
tial ice thickness (Fig. 13a); in the Zubov solution, the sensitivity

Figure 11. Model maximum ice thickness vs. initial ice thickness by Zubov and
HIGHTSI models in the simulation period, and the sensitivity of the Zubov model
to the initial ice thickness (red line).

is 𝛿 (DHi) = − (DHi/Hmax) 𝛿h0. Ice growth has an inverse
relation to increasing initial snow depth (Fig. 13b). Also, due
to the inverse relationship between conductive flux and snow
depth, one would expect to see much more significant differ-
ences in ice growth for the exact change in snow depth when
snow is thin, i.e. ice thickness growth is more sensitive to the
thin snow. The more initial snow depth, the more snow–ice for-
mation occurs. The impact of less precipitation is dominated by
the insulation effect, while more precipitation increases the ice
growth due to snow–ice formation (Fig. 13c). An increase of
air temperature generates higher FYI growth than SYI growth
(Fig. 13d).
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Figure 12. Modelled maximum snow depth and ice thickness in sensitivity experiments (Table 2) in response to (a) the initial ice thickness; (b) initial snow depth; (c) total
precipitation and (d) air temperature. The simulations were made from 1 May to 31 Dec 2019. The ice thickness is presented on the left y-axis, while all other values (snow
depth, snow-ice and accumulated superimposed ice) are shown on the right y-axis.

Figure 13. The sensitivity of ice growth during the freezing period (2 May–28 Oct) to (a) initial ice thickness; (b) initial snow depth; (c) precipitation and (d) air temperature.
In panels (b) and (c), dashed lines (right-axis scale) show the sensitivity of snow–ice formation to initial snow depth and precipitation. The pair numbers in (a) x-axis represent
the initial ice thickness for FYI and SYI, respectively.

3.5. Discussion

To our knowledge, this is the first time two thermistor-string-based
icemass balance buoys haveworked simultaneously in FYI and SYI
sites in Prydz Bay for such a long period. The buoys were deployed
close to the coast for easy maintenance. Ideally, the buoys should
have been deployed further offshore as the weather conditions

change drastically along the fetch from the in-land ice sheet toward
the marginal sea ice zone. The variability of air temperature near
the coast is much weaker than over the inland ice sheet (Ding,
2022). Measurements offshore would be more representative of
the marine weather conditions, particularly for snow depth. We
recommend ice mass balance buoys be deployed 10 km from the
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coast in the future to better monitor snow and ice interaction
processes.

We have demonstrated the good performance of the snow and
ice thermodynamic model HIGHTSI. The CICE-based single col-
umn Icepack (Version 1.1.0) can simulate equally well Prydz Bay
sea ice thermodynamic mass balance using ERA5 reanalysis prod-
ucts (Hao and others, 2024). Snow accumulation, however, was
liable for errors in both studies. Excessive precipitation led to over-
estimated snow depth (Hao and others, 2024), and with 50% ERA5
precipitation the overall snow depth simulation was improved.
However, snow drift cannot be reproduced by thermodynamic
modelling alone. The impact of wind on snow accumulation is
urgently needed in snow and ice modelling.

S1 and S2 sites were 1.6 km apart. In this scale, the surface het-
erogeneity such as surface roughness and snow distribution can
be large (Leonard and Maksym, 2011; Jutras, 2016; van Tiggelen,
2021), which would affect thermodynamic patterns of sea ice. Even
over a distance of 100 m, the surface stage of FYI and SYI differ
from each other (Zhao and others, 2017).

The model sensitivity experiments showed that the initial snow
depth and ice thickness alter their seasonal variations. Thin FYI
has a stronger thermodynamic response to weather forcing com-
pared with thick SYI, and seasonal variation of sea ice growth was
affected by the snow accumulation. A previous study found that the
growth of FYI and melting of SYI can happen simultaneously side-
by-side and eventually reach the same ice thickness under snow
freezing condition (Zhao and others, 2017). Also, in the presence
of snow cover, both observed and modelled ice thickness showed
differences by the end of the observations/simulations, but the dif-
ferences were getting smaller compared with the differences at the
initial state. FYI and SYI growth rates tended to be close to each
other. This is justified especially when the ice is thick and the effect
of snow accumulation in reducing the ice growth becomes less
important (Merkouriadi and others, 2020). Strong easterly winds
were the dominant factor determining the redistribution of pre-
cipitation, which affects the local snow depth and thus the LFSI
growth. Near the Zhongshan Station, large-scale snowfall events
rarely occur before June, which is consistent with the observations
at the Russian Progress Station about 1 km Southeast of Zhongshan
(Yu, 2018).

Melting season was excluded from this study. However, many
processes occur in the melting season making temperature obser-
vations and modelling more challenging (Liu, 2021; Hao and oth-
ers, 2024). Overall, Antarctic LFSI thickness is decreasing, and
the multi-year LFSI is shifting toward seasonal (Fraser, 2023).
Updates of large-scale-coupled sea ice–ocean model may result in
thinner and more deformed sea ice in the coastal region (Äijälä,
2024). With progressing global warming, snowfall in Antarctica is
expected to increase (Nicola and others, 2023).

4. Conclusion

Snow depth, ice thickness and ice temperature patterns over land-
fast ice in Prydz Bay were investigated by in situ observations and
modelling inMay–November 2019.We focused on the evolution of
FYI and SYI and snow during the ice growth season. Precipitation
(snowfall) played an important role in thermodynamic ice growth
at the early stage of snow accumulation. Bare FYI grew at a rate
of 9.2 mm day−1, twice as fast as SYI (4.7 mm day−1). After the
first snow accumulation, the insulation effect of snow was stronger
on thin FYI than on thick SYI. When the snow depth reached a
steady average thickness over 15 cm, the ice growth rates for FYI

and SYI tended to be close to each other assuming that the heat
flux under the ice was homogeneous and atmospheric forcing was
the same. This conclusion is valid from both field observations and
thermodynamic modelling.

The effect of wind on snow accumulation remains a challenge
for the thermodynamic modelling. On a seasonal scale, the thick-
ness difference between FYI and SYI LFSI decreases over time. For
both sites, the discrepancy between the observed and modelled ice
temperature was large when the error of modelled snow depth was
large. Strong easterly wind potentially generated more snow accu-
mulation over SYI than FYI.The sensitivitymodelling experiments
revealed that the initial snow depth and the precipitation (snow-
fall) during the study period were the key factors that complicated
the snow and ice interaction rather than the initial ice thickness
and air temperature. More attention should be paid to the snow–
ice interaction in a regional scale or the coastal LFSI around the
Pan-Antarctic.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/jog.2025.10064.
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Appendix A. Other parameters

Figure A1. Time series of meteorological parameters applied for model experiments. The Va Ta and Rh are AWS observations, and Prec, Qs and Ql are ERA5 results.

Table A1. Model parameters based on in situ observations and literature applied in this study

Parameter Value Source

Va,Ta, Rh Time series AWS
Qs, Ql, Prec Time series ERA5
Oceanic heat flux (Fw) 6 W/m2 Assumption
Freezing point (Tf ) −1.8 °C Sea water (35% salinity)
Sea ice density (𝜌i) 910 kg m−3 Lei and others (2010)
Snow density* (𝜌o) 320 kg m−3 Cheng and others (2014)
Snow density (𝜌s) Initially 250 kg m−3 Anderson (1976)
Sea ice salinity (si) Prescribed salinity profile Lei and others (2010)
Heat capacity of ice (ci) 2093 J kg−1 K−1 Literature value
Latent heat of freezing (Li) 0.33 × 106 J kg−1 Literature value
Initial ice temperature Linear interpolation between Ta and Tb Assumption
Time step (t) 1 hour
Number of layers in the snow 10
Number of layers in the ice 20

*Snow density used to convert precipitation to snow depth.
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