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Abstract
Previous research on emotional language relied heavily on off-the-shelf sentiment dictionaries that focus
on negative and positive tone. These dictionaries are often tailored to nonpolitical domains and use
bag-of-words approaches which come with a series of disadvantages. This paper creates, validates, and
compares the performance of (1) a novel emotional dictionary specifically for political text, (2) locally trained
word embedding models combined with simple neural network classifiers, and (3) transformer-based
models which overcome limitations of the dictionary approach. All tools can measure emotional appeals
associated with eight discrete emotions. The different approaches are validated on different sets of crowd-
coded sentences. Encouragingly, the results highlight the strengths of novel transformer-based models,
which come with easily available pretrained language models. Furthermore, all customized approaches
outperform widely used off-the-shelf dictionaries in measuring emotional language in German political
discourse.
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1. Introduction

Over the last decades, emotions and affect have increasingly moved onto the center stage

in political science. Even though citizens have been traditionally regarded as rational actors

(Downs 1957) and democratic theory perceived emotions as hindrances to finding optimal solu-

tions (Berelson 1952), recent researchemphasizes the inevitability of emotions inpolitical thinking

and behavior. Emotional responses influence not only how citizens formbeliefs and attitudes, but

also whether they participate in politics and who they vote for (Brader 2006; Healy, Malhotra, and

Mo 2010; Marcus, Neuman, and MacKuen 2000; Valentino et al. 2011; Vasilopoulos et al. 2018).
With the rise of the Internet, the availability of political text significantly changed and the

analysis of large text datasets is becoming the new normal (Grimmer and Stewart 2013; Soroka,

Young, andBalmas 2015). Onemethodwidely usedby researchers tomeasure emotional language

in text is sentiment analysis (measuring positive and/or negative valence). However, language
can also engender different types of emotions (Pennebaker and Francis 1996; Roseman, Abelson,

and Ewing 1986). Furthermore, research has shown that these different emotions differ starkly in

their behavioral effects (e.g., Druckman andMcDermott 2008; Lerner and Keltner 2000; Valentino

et al. 2011; Vasilopoulos et al. 2018). This emphasizes the need of moving beyond mere valence
toward analyzing language associated with specific emotions. Yet, the availability of emotional

dictionaries is highly limited.

Furthermore, until recently, sentiment analysis in social sciences almost exclusively relied

on a bag-of-words or dictionary approach. Even though this approach has a number of distinct

advantages (fast, cheap, and easy to replicate), it also comes with a series of disadvantages.
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First, dictionaries are often tailored to a specific domain (e.g., e-commerce) and language context

(predominantly English). Thus, applying off-the-shelf dictionaries to other domains can lead to

poor results (González-Bailón and Paltoglou 2015). Second, bag-of-words approaches analyze

words without contextual information. Yet, excluding context leads to a loss of information that

otherwise could improve accuracy (Grimmer and Stewart 2013). Novel models relying onword (or

sentence) embeddings can overcome this limitation by learning the meaning of terms through

co-occurring words. Recent studies applying these approaches show promising (Rheault and

Cochrane 2019; Rudkowsky et al. 2018), yet the potential of this approach in the field of discrete
emotions needs further investigation.

The goal of this study is therefore twofold. First, we set out to create and validate a novel

emotional dictionary (“ed8”) that moves beyond valence to measure language associated with

eight different discrete emotions. Furthermore, this dictionary is specifically tailored to political

language in a non-English-language context (German). In a second step, we move beyond the

bag-of-words approach and create new tools to measure emotional appeals in political com-

munication: locally trained word embeddings combined with a simple neural network classifier

and a transformer-based model (ELECTRA, “Efficiently Learning an Encoder that Classifies Token

Replacements Accurately”). To do so, we use approximately 10,000 crowd-coded sentences in

German to provide training and test data for the machine learning classifiers. We subsequently

compare the performance of the three new tools (ed8 dictionary, word embedding-based neural

network classifiers, and transformer-basedmodel) created in this study to freely available off-the-

shelf dictionaries. To increase the validity of our tools, we further conduct a series of robustness

tests including an additional dataset of crowd-coded sentences and a case study for hypotheses

testing.1

In doing so, this paper entails a series of important contributions: First, it provides three new

tools to measure discrete emotional appeals in political communication. Furthermore, rigorous

validation tests show that novel transformer-based models are superior to all other approaches

in measuring discrete emotional appeals. This finding is reassuring as it shows that pretrained

transformer-based models, which can be easily applied to other languages and domains, out-

perform costlier and more time-consuming tools in the analysis of political text. Lastly, all three

customized tools of this study significantly improve the measurement of emotional language

compared to widely used off-the-shelf dictionaries. This last finding emphasizes the need for

caution when relying on results computed by ready-to-use dictionaries.

2. Previous Work on Affective Language in Political Text

Automated sentiment analysis of textual data is one way to study the emotive language of

political communication. Recent studies suggest that political parties use emotive rhetoric in

a strategic manner, depending on their policy positions (Kosmidis et al. 2019), the state of the
economy (Crabtree et al. 2020), or the temporal direction of political statements (Müller 2020).
To measure the emotional content of political messages, these studies rely predominantly on

sentiment dictionaries thatmeasure positive and negative valence of text using predefined lists of

vocabulary. Among the most widely used dictionaries is, for instance, the Linguistic Inquiry Word

Count (LIWC) dictionary from the field of psychology (Pennebaker, Francis, and Booth 2001). Yet,

there exists an abundance of other dictionaries from different fields (Bradley and Lang 1999; Hu

and Liu 2004; Nielsen 2011; Stone et al. 1962; Young and Soroka 2012). Even though they differ in
the discipline they were created for, these lexica have two things in common: First, they mainly

measure positive versus negative valence. Second, they use a bag-of-words approach tomeasure

sentiment, ignoring contextual information of words.

1 Replication code for this article is available in Widmann and Wich (2021) at https://doi.org/10.7910/DVN/C9SAIX.
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2.1. Moving Beyond Valence
Research in political psychology revealed that different emotions, even of the same valence, can

influence important political processes differently (Brader 2006; Druckman andMcDermott 2008;

Lerner and Keltner 2000; Valentino et al. 2011; Vasilopoulos et al. 2018). Moreover, research has
provided proof that discrete emotions can be transmitted through text. Encountering emotion-

ally charged words or emotion-specific appraisal patterns in text can trigger discrete emotional

responses which then, in turn, can carry emotion-dependent consequences for information pro-

cessing, political attitudes, and political behavior (see, e.g., Kühne and Schemer 2015; Nabi 2003).

Thus, based on this research, this study contends that it is not enough to simply analyze whether

parties or politicians use negative or positive tone. Instead, we argue it is necessary to analyze text

for discrete emotional rhetoric since it can lead to distinct political consequences.

Yet, despite their importance, only a small number of studies look at discrete emotions (e.g.,

Back, Küfner, and Egloff 2011; Soroka et al. 2015; Tumasjan et al. 2010). Existing studies often fall
back on available off-the-shelf dictionaries, for example, the LIWC dictionary. The LIWC includes

categories for anger, anxiety, and sadness. The NRC dictionary (Mohammad and Turney 2013),

another available off-the-shelf dictionary, includes categories for eight different emotions and

feelings. Yet, none of these lexicons are tailored to the analysis of political speeches. Political

language, however, uses specific vocabulary with specific interpretations (Rheault et al. 2016).
While prior research shows that these dictionaries can constitute useful tools to analyze different

aspects of political language (Jordan et al. 2019; Proksch et al. 2019), more thorough investigation
is necessary to see whether this is also true in the field of discrete emotions. Furthermore,

many dictionaries are created primarily for the English-language context, even though some of

them provide translated versions. For instance, the NRC dictionary is available in more than 100

languages, relyingonGoogleTranslate forautomatic translation.TheLIWCdictionary, on theother

hand, was manually adapted to other languages by paying close attention to language-specific

characteristics and vocabulary (for the German version, see Meier et al. 2018).
Nevertheless, the application of dictionaries to other language contexts and domains repre-

sents a concern that has been brought up numerous times by social scientists while stressing

the need for customized tools (González-Bailón and Paltoglou 2015; Grimmer and Stewart 2013;

Haselmayer and Jenny 2017; Rheault et al. 2016; Soroka et al. 2015; Young and Soroka 2012).
Thus, this study will create a novel dictionary (“ed8”) that is tailored to political communication

in German. Using crowd-coded sentences as a benchmark, we will compare its performance with

two widely used off-the-shelf dictionaries that are available for German language and measure

specific emotions: the LIWC dictionary and the NRC dictionary.

2.2. Moving Beyond a Bag-of-Words
Prior research measuring affective language in political communication relied predominantly on

the bag-of-words approach. Yet, bag-of-words representation of text perceives words as indepen-

dent of their context and ignores theword order of text. Recent developments in natural language

processing, such asword embeddings (Mikolov et al. 2013), generated newways to avoid this form
of information reduction.

Word embedding models learn the meaning of words by taking the context of words into

consideration, and thus they consider the semantic relations between words. To do so, they

transform words into numerical vectors that can be represented in a multidimensional space.

Within this space, words that carry similarmeaning are positioned closer to each other, andwords

with dissimilar meaning are positioned further apart. As a result, distances between word vectors

become informative about the meaning of words.

Recently, an increasing number of studies use such word embeddings for various applications,

such as measuring sentiment (Rudkowsky et al. 2018), tracking the changing meaning of political

Tobias Widmann and Maximilian Wich � Political Analysis 628

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

an
.2

02
2.

15
 P

ub
lis

he
d 

on
lin

e 
by

 C
am

br
id

ge
 U

ni
ve

rs
ity

 P
re

ss

https://doi.org/10.1017/pan.2022.15


Figure 1. Overview over the three different approaches.

concepts over time (Kozlowski, Taddy, and Evans 2019), or measuring partisanship (Rheault and

Cochrane 2019). Based on this, the application ofword embeddings appears promising, but needs

to be investigated and comparedmore carefully, especially in the field of discrete emotions.

A downside of word embeddings is, however, that a word always has the same representation

(embedding) independently from the sentence that it appears in. Let us take the following two

sentences as examples: (1) I sit on the bank of the river and (2) I borrowmoney from the bank. It is

obvious that “bank” has two different meanings here. However, the word embedding of “bank” is

the same.Toaddress this issueand integrate theactual contextof aword, language representation

models based ondeepneural network architectureswere developed. Trained on large amounts of

text data, they provide representations of sentences or texts and not only of a word. A prominent

representativeof thesemodels is bidirectional encoder representations fromtransformers (BERT),

which set new standards when released (Devlin et al. 2019).
Since then, transformer-based models are an elementary part of the research in natural lan-

guage processing, and they provide state-of-the-art performance in several natural language

understanding benchmarks, such as paraphrase identification and sentiment analysis (e.g., He

et al. 2020). In this study, we use both the word embedding and the transformer-based model
approach. First, the word embedding approach serves us to extend the ed8 dictionary with

new vocabulary. Second, we use the word embeddings and combine them with a simple neural

network to train a classification model on crowd-coded training sentences. Third, we train a

transformer-based classification model—a more complex neural network—to identify emotional

appeals in political communication. Subsequently, we compare all three approaches. Figure 1

illustrates the different approaches in this study.

3. Three Ways to Measure Discrete Emotional Language

3.1. ed8: Creating a Novel Emotional Dictionary
Inorder to compare thebag-of-words toother approaches,we first need to create anewdictionary

tailored to German political communication (“ed8”). The novel ed8 dictionary is capable of

measuring language associated with eight different emotions: anger, fear, disgust, sadness, joy,

enthusiasm, pride, and hope. Additional information on the importance of these emotions can be

found in Online Appendix A.

The ed8 dictionary is based on the “augmented dictionary” (Rauh 2018), a German sentiment

dictionary that reliably discriminates between positive and negative tone in German political

language. Yet, it cannot differentiate between discrete emotions. Thus, we first extended the
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augmented dictionary with emotional categories that attribute words to the eight different emo-

tions mentioned above. All terms have been manually reviewed and—if suitable—attributed to

one or more of the different emotional categories. During this step, all terms that carry a clear

valence (positive or negative) but are not associated with one of the eight emotions have been

dismissed. Important to note is that not all terms are necessarily emotional terms (such as

emotionally charged adjectives), but rather words that hint toward the presence of a specific

emotional appeal that might be appraised by humans as such. This makes the ed8 dictionary

comparably longer than other dictionaries (for the German LIWC, see Meier et al. 2018). However,
we chose this approach since previous research indicated that discrete emotions cannot only be

measured by counting emotional adjectives. Relying predominantly on adjectives has been found

to be successful in other classification tasks, yet the classification of discrete emotions requires

more situational information (Wang et al. 2012).
From the total of 30,070 word forms included in the augmented dictionary, 19,091 terms have

been manually assigned to one or more emotional categories in the first step. In a next step, an

additional 1,491 emotional terms (including inflections) havebeenaddedusingwordembeddings.

Word embeddings represent a convenient way of finding synonyms as the underlying algorithm

positions words with similar meaning close to one another in a multidimensional space. Thus,

we firstly identified strong emotional words from each category and then used the embeddings

to display their 50 “nearest” words, based on their numerical word vectors. From this list of

synonyms, we manually selected words that were suitable and not yet part of the dictionary and

added these (and their reflections) to the respective category (examples of these words can be

found in Online Appendix A).

Thus, the new ed8 dictionary consists of a total of 20,582 terms. Online Appendix A presents

information about the length of the individual emotional categories, example terms for each

emotion, andmore details on negation control. Furthermore, it shows the results of an intercoder

reliability test using a trained coder to replicate the attribution of terms to emotional categories

on a smaller sample.

Preprocessing steps include the complete removal of numbers and punctuation as well as

setting the remaining terms to lower case. Our dictionary does not include word lemmas because

we want to build a dictionary that can be used without much effort and independently from

computational resources. Integratingmore complexNatural LanguageProcessing (NLP) strategies

(e.g., lemmatizing,more complex negation rules) requiresmore complex preprocessing and infer-

encing steps, going beyond searching and counting occurrences of words and requiring technical

skills (Liebeck and Conrad 2015; Wartena 2019).

To calculate the final emotional scores, the word lists are applied to the text corpus to find

and count emotional words. To create comparable scores independent of the length of a given

document, normalized emotional scores are created, that is, dividing the emotional scores by the

word count of each document. We followed the strategy of the augmented dictionary (Rauh 2018)

and excluded stop words from the calculation of the normalized emotional scores, rendering the

scores more evenly distributed. However, to make sure that the removal of stop words does not

bias our results, we replicated parts of the analysis with emotional scores calculated including all

terms (see Online Appendix L).

3.2. Creating Word Embeddings and Neural Network Classifiers
3.2.1. Collecting and Annotating Dataset. To create word embeddings and train classification models,

it is necessary to obtain large text corpora. For this purpose, we collected nearly 2million German-

language documents from political communication of three various countries (Germany, Austria,

and Switzerland) and different text sources (Facebook, Twitter, press releases, and parliamentary

speeches). The documents have been collected manually, except Bundestag speeches included
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in ParlSpeech V2 (Rauh and Schwalbach 2020). These types of political communications have
been chosen due to their relevance for large parts of the citizenry: Press releases (Schaffner 2006)

and parliamentary speeches (Proksch and Slapin 2012) are regularly picked up by news media

and reach thereby larger audiences. Furthermore, Facebook and Twitter represent two of the

most important social media networks for political discussions. Facebook is by far the largest

social network in the Germanmarket (Statista 2020). Moreover, Facebook is themain socialmedia

platform for political parties in Germany, especially for radical parties (Arzheimer and Berning

2019). Twitter is significantly smaller but often used by political elites to communicate and set the

agenda (Barberá et al. 2019). The embeddings are therefore trained on a large and diverse dataset
of political sentences which should make themmore “robust” and less corpus-specific.

This “transformation”dataset is already suited for creatingwordembeddingmodels after some

preprocessing steps of the documents (e.g., lower casing and removing punctuation). In contrast,

machine learning classificationmodels—a formof supervised learning—requires codeddata. That

means that human coders have to annotate the data according to the classification task. The

models learn from the annotated data patterns to differentiate between the different classes (e.g.,

anger and joy).

Our annotated data consist of 10,000 crowd-coded sentences. The 10,000 sentences stem from

two important sources of political communication: German parliamentary speeches and German

political parties’ official Facebookaccounts (seeOnlineAppendixB for adetaileddescriptionof the

data used in the crowd-coding process). The sentences were coded by annotators from a German

crowd-working platform called “Crowdguru,” which is similar to Amazon’s Mechanical Turk. The

10,000 sentenceswere then compiled intomicrotasks (human intelligence tasks [HITs]) consisting

of 10 sentences each. EveryHITwas codedby five different coders, which has been shown to result

in enough judgments per sentence to achieve reasonable precision (Benoit et al. 2016). Online
Appendix B provides the codebook and additional information on quality control mechanisms,

the crowd-coding platform, and a discussion on ethical concerns of crowd-sourcing.

The total amountof sentencesused in the study is 9,898 sentences, after removingall sentences

that have been coded as incomprehensible by twoormore coders. Subsequently, these sentences

were split in two portions: 90% serve as training data and 10% as test data.

3.2.2. Creating Word Embeddings. To create locally trained word embeddings, we use the “transfor-

mation data” described above in order to transform words into their embeddings. This dataset

needs to be sufficiently large in order to produce useful results (Spirling and Rodriguez 2022).

Consequently, researchers can resort to pretrained embeddings trained on vast amounts of

text data. These ready-to-use corpora (e.g., Al-Rfou’, Perozzi, and Skiena 2013; Bojanowski et al.
2017; Mikolov et al. 2017) do not involve any additional computing time and often achieve high
accuracy. On the other hand, researchers can also train models locally by using context-specific

(e.g., political) data to create the word embeddings. However, this approach can be expensive

and time-consuming and therefore not always feasible. Spirling and Rodriguez (2022) compared

both approaches and showed that they achieved comparable results. We decided to train word

embeddings locally because intuitively the transformation data should be as similar to the corpus

of interest aspossible.However,wealso replicated theanalysiswithpretrainedwordembeddings.

Online Appendix E presents these additional tests. The findings indicate that advanced pretrained

word representations can achieve comparable results as locally trained embeddings.

To locally train the word embeddings, we used the R package rword2vec, which implements
Google’s word2vec algorithm (Mikolov et al. 2013). The word2vec algorithm has been widely

used in NLP tasks to improve performance of previous approaches (Mikolov et al. 2017). The
package rword2vec embeds each word in 100 dimensions. This means that word distances are
computed in a 100-dimensional vector space. Furthermore, we opted for a skip-gram model that
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predicts contextwords given a specific targetword. In terms of preprocessing, we transformed the

transformation data to lower case and removed links, hashtags, numbers, and punctuation.

After the word embedding models have been trained, we used them in two different ways: to

expand the existing ed8 dictionary (described above) and as a way to train simple neural network

classifiers.

3.2.3. Training SimpleNeural Network Classifier. Tobuild our firstmachine learningmodel, we followed

the procedure of Rudkowsky et al. (2018). Before training our actual model, we applied a range
of preprocessing steps to convert the test documents into vectors that can be processed by the

algorithm.We firstlymatched our word embeddings with features in the training dataset. In order

to achieve high accuracy, we preprocessed the training data corpus tomatch asmany terms from

the training data with the word embeddings. Fewer matching word embeddings per sentence

decreases the accuracy of the emotional prediction. Thus, we only removed a small number of

words during the preprocessing process (only German stop words), transformed words to lower

cases, and used stemming. Afterward, we matched each training sentence with their respective

word embeddings. We then averaged all retrieved word embeddings per sentence by calculating

the mean vector for each dimension, providing us with sentence embeddings.

After all sentences have been transformed into their corresponding embeddings, a machine

learning classifier is applied to learn emotional appeals basedon themean vectors and thehuman

annotation of the training sentences. To do so, we firstly tested a series of different classifiers

(Random Forest, Lasso, Naïve Bayes, and Neural Network) which are widely used in statistical

learning (James et al. 2013). The results of these tests can be found in Online Appendix F. Finally,
we opted for a neural network using the keras library for R, which achieved the best results.
Hyperparameter settings of our neural network models can be found in Online Appendix C. After

the neural networkmodels have been trained, we apply the classifiers to the 10% test data and let

them evaluate whether a sentence contains emotional appeals or not.

3.3. Training Transformer-Based Classifier
After building classification models with simple neural network architecture, we trained a

transformer-based classification model, which is currently state-of-the-art in natural language

processing. The transformed-based models are highly complex and very large neural networks.

They are pretrained on corpora that contain billions of words, similar to word embeddings.

However, in contrast to word embeddings, they contain complex language models that produce

contextualized embeddings for entire documents (e.g., one or several sentences). These

pretrainedmodels can then be used to train a classification model based on individual data.

We decided to use ELECTRA, an extended BERT version, instead of the classical BERT model

(Clark et al. 2020). There are two reasons for this decision. First, ELECTRAoutperforms comparable
BERT models on several benchmarks (Clark et al. 2020). Second, the German ELECTRA model
that is provided by the German NLP Group and that we use for our study outperforms equivalent

BERT models in similar text classification tasks in German.2 Another difference to the previous

architecture is that we train only onemodel for all emotions and not onemodel for each emotion.

That makes the model easier to use for other researchers.

Themodel has 12 layers, a hidden state size of 768 and in total 110million parameters. We used

the same train/test split of the data as for the simple neural network architecture. We withheld

10%of the training set as the validation set. In contrast to thepreviousmodel,wedidnot apply any

processing steps to the sentences because this is done by the tokenizer of the transformer-based

model.We trained themodel for four epochswith a learning rate of 5e-5 and chose the bestmodel

2 Themodel is provided here: https://huggingface.co/german-nlp-group/electra-base-german-uncased.
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of these epochs as the final model. To identify the best model, we defined our own loss function.

The problemof themultilabel classificationmodel is that the performances on the different labels

can be very unbalanced if one label is easier to be predicted than others. To compensate for this,

we defined the loss as follows:

Loss =
∑

i ∈Emotions

(1−F 1i )•2.

The double weighting causes that labels that are harder to predict are not neglected. For the

transformer-based model, we used the Python library “Transformers” provided by Hugging Face

(Wolf et al. 2020). Further details on the training process and the hyperparameters can be found
in Online Appendix C.

To measure the performance of all three approaches, we calculate precision, recall, and F1

scores. These are typical measurements in machine learning-based classification tasks. Recall is

the ratio of correctly predicted observations to the total amount of true observations (indicates

the number of false negatives). Precision, on the other hand, is the ratio of correctly predicted

observations to the total predicted observations (indicates the number of false positives). The F1

score is defined as the harmonic mean of recall and precision:

F 1 = 2× (Recall×Precision)/(Recall+Precision) .

4. Results

In the first step, we compare the results of the three different approaches while using the human-

coded test sentencesas “true”data. For an initial comparison,we forced thecontinuousemotional

scores computed by the dictionary to a binary variable, which reflects the output of the two

machine learning approaches and the coding decision the human coders faced during the crowd-

codingprocess. A sentencehas beenperceived as “emotional,” as soonas onehuman coder coded

it as such.

Table 1 shows the results for the three different approaches. The “actual” column shows how

many sentences have been judged as “emotional” by human coders (the combined numbers of

this columncanbe greater than the actual size of the test set since one sentence can includemulti-

ple emotions). The “predict” column represents thenumberof sentences classifiedas “emotional”

by the different tools.

As can be seen, there are substantive differences between different emotions and between the

three different approaches. Focusing on F1 scores, it becomes obvious that the transformer-based

(ELECTRA)modeloutperforms thedictionaryapproachand the simplewordembeddingapproach

by far. For all emotions under scrutiny, the ELECTRA model shows higher F1 scores compared to

the other approaches. The differences are substantively large with the transformer-based model

achieving in average 18-point higher F1 scores than theed8dictionary. Even though thedifferences

are somewhat smaller, the transformer-based approach still outperforms the locally trainedword

embeddings approach with F1 scores being in average nine points higher. “Receiving Operating

Characteristic” (ROC) curves and confusion matrices for these classifications are reported in

Online Appendix G.

The results also indicate that the locally trained word embedding approach outperforms the

dictionary approach, even though the differences are not as large as for the ELECTRA model.

Furthermore, in Online Appendix E, we replicate this analysis using pretrained word embeddings.

As can be seen, the advanced word representations (Bojanowski et al. 2017; Mikolov et al. 2017)
achieve a comparable performance as the locally trained embeddings. This finding shows how

easily available pretrained embeddings can achieve better results than tediously created, cus-

tomized dictionaries.
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Table 1. Precision, recall, and F1 scores for the three different approaches.

Emotions Actual Predicted Precision Recall F1

ed8 dictionary
Anger 508 281 0.83 0.46 0.59

Fear 189 287 0.43 0.66 0.52

Disgust 86 182 0.30 0.63 0.40

Sadness 201 289 0.41 0.59 0.48

Joy 143 179 0.46 0.58 0.52

Enthusiasm 220 248 0.44 0.50 0.47

Pride 158 247 0.31 0.48 0.38

Hope 305 303 0.53 0.53 0.53

Word-embeddings-based neural network approach
Anger 508 500 0.80 0.78 0.79

Fear 189 152 0.61 0.49 0.55

Disgust 86 67 0.60 0.47 0.52

Sadness 201 122 0.70 0.42 0.53

Joy 143 92 0.68 0.44 0.54

Enthusiasm 220 176 0.64 0.51 0.57

Pride 158 123 0.52 0.41 0.46

Hope 305 265 0.69 0.60 0.64

Transformer-based (ELECTRA) approach
Anger 508 495 0.85 0.83 0.84

Fear 189 221 0.60 0.70 0.64

Disgust 86 89 0.61 0.63 0.62

Sadness 201 181 0.64 0.57 0.60

Joy 143 122 0.70 0.59 0.64

Enthusiasm 220 242 0.62 0.68 0.65

Pride 158 151 0.61 0.58 0.60

Hope 305 352 0.68 0.78 0.73

Looking at differences between emotions, one can observe that some emotions show clearly

higher F1 scores compared to others. Anger and hope, for instance, show the highest F1 scores

among all emotions for each of the three approaches. These differences can be potentially

explainedby the higher level of occurrences of these emotions in the training and test data. Online

Appendix D shows that anger and hope also exhibit the highest occurrences in the training and

test data, as judged by human coders. Figure 2 graphically displays the relationship between the

number of occurrences of different emotions and the F1 score of the ELECTRAmodel.

We test this relationship further by comparing the performance of the different approaches for

sentences from different text sources (Facebook posts vs. legislative speeches). We do so because

there is reason to expect differences in emotionality between different text types. The results of

the comparison between sources are reported in Online Appendix H. Supplementary Table H.1

shows that all three tools exhibit higher performance for Facebook sentences, in comparison

to legislative speeches (with the exception of anger for the ELECTRA model). Looking at the

emotional occurrences in the test data by text source (“actual” columns in Supplementary Table

H.2), it becomes clear that the occurrences are also higher for Facebook sentences (again, with

the exception of anger where the numbers are relatively equal). Thus, this finding emphasizes the

need for high-quality training and test data for emotion classification, which has been stressed by

previous literature (Wang et al. 2012).
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Figure 2. Relationship between level of emotional occurrences and F1 score of the ELECTRAmodel.

Overall, themain analysis indicates that the transformer-based ELECTRAmodel achieves by far

the best results in measuring discrete emotional appeals. These findings speak for the leveraging

of novel deep learning techniques to further improve the accuracy of currently widely used

methods in text analysis.

4.1. Off-the-Shelf Dictionaries
In a next step, we compare the results of the newly created tools to freely available dictionaries.

As mentioned above, the LIWC and the NRC EmoLex are off-the-shelf dictionaries often applied in

political science research. They include not only general categories for positive and negative tone,

but also categories for discrete emotions.

We applied both off-the-shelf dictionaries to the 10% test data that we also used to validate

the three new tools (including sentences from both Facebook and legislative speeches). The

precision, recall, and F1 scores for the LIWC and the NRC dictionaries are shown in Table 2. As can

be seen, both dictionaries, LIWC and NRC, show substantively lower F1 scores compared to the

novel approaches created in this study. The highest F1 score for the LIWC dictionary is 0.40, for the

NRC dictionary 0.25. The automatically translated German version of the NRC EmoLex dictionary

shows the lowest scores, with an F1 score of 0.09 for disgust. In Online Appendix I, we present

the confusion matrices of this classification. Furthermore, we replicate the same exercise with

the complete 9,898 sentences, because a split between training and test data is not necessary

for dictionaries. The results remain very similar.

Lastly, we conduct an additional exercise, in which we make use of the continuous scale of

the ed8 dictionary in order to see whether higher emotional dictionary scores correlate with

stronger agreement on emotions by human coders. The results are reported in Online Appendix

I. The graphs illustrate how the ed8 dictionary can significantly discriminate between different

categories of human agreement/disagreement.

4.2. Robustness Tests
To test the robustness of the novel tools created in this study, we run a series of robust-

ness tests. First, we replicated the main analysis with a new set of approximately 10,000
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Table 2. Precision, recall, and F1 scores for the Linguistic Inquiry Word Count (LIWC) and NRC dictionaries.

Emotions Actual Predicted Precision Recall F1

LIWC dictionary
Anger 508 178 0.77 0.27 0.40

Fear 189 84 0.40 0.18 0.25

Sadness 201 93 0.48 0.22 0.31

NRC dictionary
Anger 508 73 0.81 0.12 0.20

Fear 189 97 0.37 0.19 0.25

Disgust 86 48 0.13 0.07 0.09

Sadness 201 116 0.32 0.18 0.23

Joy 143 64 0.31 0.14 0.19

crowd-codedsentences. This second set of crowd-coded sentences has not been presampled.

Instead, it consists of randomly selected sentences from German political Facebook posts and

legislative speeches. The reason for this exercise is thatpresamplingusing theed8dictionary (as in

thecaseof themainanalysis) can introducea strongbias for this specific toolwhiledisadvantaging

the off-the-shelf dictionaries. The results of this exercise and additional information can be found

in Online Appendix J. The tables indicate that the novel ed8 dictionary is still outperforming

freely available off-the-shelf dictionaries. Yet, it becomes obvious that the performance for all

dictionaries substantively decreased, which indicates that the results of the main analysis were

influenced by the presampling strategy. On the other hand, the superiority of the transformer-

based model compared to the remaining approaches becomes even more striking. These results

are important as they illustrate the performance of the different tools in a “real-life setting,” that

researchers applying these tools to new data would encounter.

As a second robustness test, we manipulate the number of coders per crowd-coded sentence.

Based on the study by Benoit and co-authors (Benoit et al. 2016), we based our main analysis
on five crowd judgements per sentence in the first 10,000 sentences. Now, we want to find out

whether five judgements per sentence is enough to establish reliable and valid estimates. For the

second 10,000 crowd-coded sentences, we therefore took one half (5,000 sentences) aside and

let these sentences be coded by 10 crowd coders each. Then we draw on random subsamples

from these 5,000 sentences to estimate F1 scores as a function of crowd coders per sentence.

We do so by bootstrapping 1,000 sets of subsamples with replacement for each n ranging from
of n = 1 to n = 10 coders per sentence. Then we calculate mean F1 scores for each n and for each
approach (ed8, word embeddings, and ELECTRA). Online Appendix K presents the results of this

exercise in detail. While, for most emotions, increasing the number of crowd judgments will still

slightly improve the F1 scores, we conclude that five crowd judgements per sentence represents a

sufficient number, especially when judged from a cost–benefit perspective.

Finally, as a last exercise, we provide an application example which shows how the tools

provided in this study can be used for hypothesis testing. In the case study, we analyzemore than

12,000 press releases of six German political parties. The results of this exercise are reported in

Online Appendix M.

5. Conclusion

This article presents tools tomeasure discrete emotional appeals in political text. Increased inter-

est in the affective side of politics has led scholars in political science and in political communica-

tion to investigate how different political actors use emotional rhetoric in their communication.

Yet, a majority of freely available tools measuring emotive language are tailored toward the
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English-language context, focus predominantly on positive versus negative sentiment, and rely

on the bag-of-words approach.

The approaches presented and validated in this paper move beyond valence to measure

discrete emotional appeals. In total, we created and compared three different tools: a novel

emotional dictionary (ed8), simple neural network classifiers based on word embeddings, and a

transformer-basedmodel. All tools canmeasure emotional appeals associatedwith eight discrete

emotions. Furthermore, the presented tools are tailored to the German language. Thus, this study

adds to the availability of validated tools for measuring discrete emotions in the non-English

political context.

Another contribution of this study is that it shows how new transformer-based classification

models can be used to analyze political texts regarding their discrete emotional appeals. It there-

fore adds to a strand of literature that investigates the possibilities of applying novel embedding

models in political text analysis (Kozlowski et al. 2019; Rheault and Cochrane 2019; Rudkowsky
et al. 2018). Yet, this study introduces new state-of-the-art NLP models which, to the best of

our knowledge, have had little application to date in the analysis of political text. The findings

indicate promising results: The validation tests show that the novel transformer-based model

clearly outperforms all other approaches (including dictionaries and standard word embedding

approaches) for each emotion under scrutiny. It further achieves very good results compared to

related, recent text analysis studies in political science (using embeddings tomeasure sentiment;

Rudkowsky et al. 2018) or other fields (emotion analysis; Demszky et al. 2020; Xu et al. 2020). Even
though the ed8 dictionary might come with a number of advantages, as it is easier and faster

to implement and requires less computing power, it also shows significantly lower performance.

Researchers should therefore choose their tool depending on their research goal: While the bag-

of-words approach can provide a quick overview of emotional languagewhich, however, requires

extensive checking, the ELECTRA model achieves higher accuracy at the price of more resource-

intensive application.

Furthermore, the results indicate that the novel tools created in this study achieve significantly

higher performance in the classification of discrete emotional appeals compared to freely avail-

able off-the-shelf dictionaries. This finding stresses the need for caution when relying on ready-

to-use dictionaries. While these dictionaries have been found to perform adequately for some

classification tasks (for analytical thinking, see Jordan et al. 2019; and for sentiment analysis,
see Proksch et al. 2019), the findings of this study point toward poor results in the field of
discrete emotions. The article therefore reiterates previous calls for customized text analysis tools

(González-Bailón and Paltoglou 2015; Grimmer and Stewart 2013; Haselmayer and Jenny 2017;

Rheault et al. 2016; Soroka et al. 2015; Young and Soroka 2012).
In this respect, this study presents encouraging results. While creating new task-specific dic-

tionaries is laborious, the other two approaches can be easily applied to other domains and

tasks. First, in regard to the “standard” word embedding approach, additional tests in this article

show that advanced pretrained word embeddings (e.g., Bojanowski et al. 2017; Mikolov et al.
2017) achieve results comparable to the locally trained word embeddings. Thus, when relying

on the word embedding approach, scholars do not need to invest time and money to collect

large text corpora and compute models, but can instead employ cheap and readily available

embeddings. Second, the transformer-based approach, which surpassed all other tools, comes

with a pretrained language model that can be easily fine-tuned for a classification task. It is

therefore easily applicable to other domains.

In addition, word-embedding-based and transformer-based models are available in a multi-

tudeof languages (forSpanish, seeCaneteetal.2020; forEnglish, seeClarketal.2020; forSwedish,
see Malmsten, Börjeson, and Haffenden 2020; and for French, see Martin et al. 2019). Even though
this article deals with the classification of discrete emotional language in German, it can serve
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as a framework to create similar tools for other languages which potentially achieve even better

performances. Domain-specific compound nouns, conjugated verbs, and declined words—which

are common in the German language but not in other languages (e.g., English)—might decrease

the performance of the embedding approaches in this study.

However, we would like to point out that all automated tools presented in this study should be

usedwith substantial caution. As the findings show, there are substantive differences in the ability

of the automated approaches to detect specific emotions. While, for some emotions, the tools

achieve consistently good results, the detection of others is challenging. Relatedly, the results do

not only vary between emotions, but also between text types. Even though we expect variation in

the level of emotional appeals between different communication channels, it could also be that

emotions are expressed differently in different settings. Yet, machine learning classifiers trained

on one specific text typemight not necessarily be able to capture these differences. This suggests

that researchers might arrive at different results and draw different conclusions when relying

on data from different communication channels. This cautionary note does not only apply to

emotion detection. Researchers using automated text analysis tools in order to investigate any

fine-grained concept need extensive validation steps as the performance of automated methods

on new datasets cannot be guaranteed (Grimmer and Stewart 2013). These validation steps could

entail the replication of findings using a series of text analysis tools (Schoonvelde, Schumacher,

and Bakker 2019) or a more qualitative analysis of the results, by looking at smaller samples of

text data. Applying the tools blindly to different texts for different purposes can lead to biased or

simply wrong results. This becomes evenmore urgent, of course, once tools are being transferred

to different domains.

Themain limitation of this study, which scholars who want to conduct similar analyses should

bewary of, concerns the size of the training and test data. In order tomake use of the full potential

of the different machine learning approaches, researchers need to obtain large sets of test and

training data. This study relies on a relatively small sample of emotion-relevant training and test

sentences, at least for some emotions. Future research could therefore explore the possibility of

automatically created training data to overcome the costs of human annotation (Wang et al. 2012).
Another limitation of our approach is that our training and test data were annotated on sentence

level, and our classification models work on the same level. By doing so, we might have missed

emotional appeals caused by the context of the complete text (e.g., the entire speech). Future

research could address this by moving from sentence level to paragraph level or document level.

The last limitation addresses internal and external validity. Even though we have evaluated our

models on additional 10,000 sentences that were not part of the original training and test set

(see Online Appendix K), external validity remains limited for two reasons. First, the additional

data come from the same sources and can therefore potentially entail the same biases. Second,

classification performance (precision, recall, and F1 score) is on average lower on the 10,000

additional sentences. A deviation between the classification performance on the original test set

and a new dataset (the additional 10,000 sentences) indicates that themodel performsworse in a

real-life scenario, meaning the generalizability is somewhat limited. Nevertheless, our results on

the new dataset are promising and confirm our approach.

These limitations notwithstanding, this article provides new tools for the research community

to analyze emotional rhetoric in political text. It further illustrates how political scientists can use

new deep learning methods to improve the accuracy of political text analysis.
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