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ON SECOND-ORDER CONVERSE DUALITY FOR A
NONDIFFERENTIABLE PROGRAMMING PROBLEM

XIN MIN YANG AND PING ZHANG

Certain shortcomings are described in the second order converse duality results in the
recent work of (J. Zhang and B. Mond, Bull. Austral. Math. Soc. 55(1997) 29-44).
Appropriate modifications are suggested.

1. INTRODUCTION

A second-order dual for a nonlinear programming problem was introduced by Man-
gasarian ([1]). Later, Mond [2] proved duality theorems under a condition which is called
"second-order convexity". This condition is much simpler than that used by Mangasar-
ian. In the 1980's, Mond and Weir [3] reformulated the second-order duals and high
order models.

In [4], Mond considered the class of nondifferentiable mathematical programming
problems

(P) minimize f{x) + (xTBx)1/2

(1) subject to g(x) ^ 0,

where x eUn, f and g are twice differentiable functions from E" into R and Km, respec-
tively, and B is an n x n positive semi-definite (symmetric) matrix.

Recently, Zhang and Mond [5] formulated a general second-order dual model for
nondifferentiable programming problems (P):

(GD) maximize f(u) - ] T yi9i(u) + uTBw - \pT fv2/(") - V2 £ ytfi(u)|p,

(2) subject to V/(u) - V(yTg(u)) + Bw + V2f(u)p - S72yTg(u)p = 0,

(3) Y, »<ft(«) - 2pTV2 5 3 y*to(u)P < 0, a = 1,2,..., r,

(4) wTBw ^ 1,

(5) y > 0,
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where u,w,p e R", y G Rm, Ia C M = {1,2, . . . , m } , a = 0 ,1 ,2 , . . . ,r with [J Ia = M
Q=o

Zhang and Mond [5] gave weak, strong and converse duality theorems for first order
and second order nondifferentiable dual models under generalised convexity. In particular,
they proved the following second order converse duality theorem.

THEOREM 1 . Converse duality (see [5, Theorem 6]). Let (z',y*,iu*,p*) be an

optimal solution of (GD) at which

( A l ) t i e n x n Hessian matrix V V2/(x*) — V2(y*r<?(x*)) p* is positive or negative

definite,

(A2) the vectors

are linearly independent, where [-]j denotes the j t h row.

If for all feasible (x, u, y, w, p), /(•) — £ ] Vi9i(-) + (-)TBw is second order pseudoinvex

and J2 Vi9i{')> ot = 1,2,... ,r is second order quasincave with respect to the same r), then
»e/a

x" is an optimal solution to (P).

We note that the matrix V V2/(x*) - V2(y*Tg(x')) \p' is positive or negative defi-

nite in the assumption (Ai) of Theorem 1, and the result of Theorem 1 implies p* = 0, see

[5, proof of Theorem 6]. It is obvious that the assumption and the result are inconsistent.

In this note, we shall give appropriate modifications for the deficiency in Theorem 1.

2. SECOND ORDER CONVERSE DUALITY

In the section, we shall present a second order converse duality theorem which cor-

rects Theorem 1.

THEOREM 2 . (Converse duality.) Let {x*,y',w*,p*) be an optimal solution of

(GD) at which

( A l ) for all a — 1,2,. . . , r, either (a) the n x n Hessian matrix V2 ^2 y'^iix*) is pos-

itive definite and p*TV ^Z y'i9i{x*) ^ 0 or (b) the nxn Hessian matrix V2 ]T) y*,<7,(z*)

is negative definite and p ' T V J2 y%ft(x*) ^ 0,
»€/a

(A2) t i e vectors
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are linearly independent, where

(A3) the vectors < V £ y*iffi(x*), a = 1,2,..., r > are linearly independent.
I i6/a J

If, for all feasible (x, u, y, w,p), /(•) - £ Mi( ' )+( ' )T^W 1S second order pseudoinvex
t€/o

and Yl Vi9i{')' a = 1, 2 , . . . , r is second order quasincave with respect to the same TJ, then

x* is an optimal solution to (P).
PROOF: Since (x*, y*, w',p*) is an optimal solution of (GD), by the generalised Fritz

John necessary conditions, there exists, r0 € R, v € K", rQ € R, a = 1,2,..., r, /3 € K,
7 € Rm, such that

(6) r0 { -V/(x«) + J2 Vv'Mx') ~ Bw* + lp*TV fv2/(x*) - V2

1 tE/o L <€/o

{ 5f
O=l ^ idle L «€/a

(7) ro{S,(x-) - ip*TV2<fc(x>-} - «r{ft(x*) + V2
5 i (xV} - 7i = 0, i € /0,

(8) {
- vT[V9i{x') + V2

ffi(x*)p'} - 7 j = 0, i € /„, a = 1, 2,..., r,

(9) T0BX' - vTB - 20T(Bw') = 0,

(10)

{ y - , 5 i ( x - ) } =0,
Q=l ^ 16/a

(11)

(12) P(v)*Bw* - 1) = 0,

(13) 7V = 0,

(14) ( r o , r 1 , r 2 j . . . , r r , ^ , 7 ) ^ 0 ,

(15) (7b,Ti,r2l ...,TT,P,J,V) T^O.

Because of Assumption (A2), (10) gives

(16) r t t p * + u = 0 a = 0 , 1 , 2 , . . . , r .

Multiplying (8) by y ' , , i G 7a, a = 1 ,2 , . . . , r and using (11), we have

https://doi.org/10.1017/S000497270003505X Published online by Cambridge University Press

https://doi.org/10.1017/S000497270003505X


268 X.M. Yang and P. Zhang [4]

- vT{Vy\g(x*) + V2y'i9(x')p'} = 0, t 6 /o> a = 1,2,..., r,

thus

/<• t € / o

From (11), it follows that

E Vy'^(i*) + E VV;0(z*)p* \ = 0, a = 1,2,..., \

Using (2) in (6), we have

i€/o L :6/o

'i9i(x') + V{
-7-ojv ^

*• ieM\/

a=l *" «6/

o=l

From (16), it follows that

a=\ K i6/a «£/o

te/0

That is

{
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2/(X') - V2y*Tg(x*)]p'} = 0.

If for all a = 0 ,1 ,2 , . . . , r, rQ = 0, then v = 0 from (16), 7 = 0 from (7) and (8), and
P - 0 from (9) and (12); that is, (ro,Tllr2,... ,Tr,0,j,v) = 0, contradicts (15). Thus,
there exists an a G {0,1,2 , . . . , r} , such that rg- > 0.

We claim that p* = 0. Indeed, if p* # 0, then (16) gives

(TO ~ Ta)p* = 0, a = 1,2,..., r,.

This implies rQ = rff > 0, a = 1,2,..., r,. So, (16) and (17) yield

which contradicts to assumption {A\). Hence, p* = 0. Based on (16) and p* = 0, we
have v = 0. In view of (A3), p* = 0 and rff > 0 for some a e {0,1,2, . . . , r} , (18) implies
Ta=T-s> 0, Va€ { 0 , 1 , . . . , r} . Now from (7) and (8), it follows that

(19) T09i(x') - 7 i = 0, i 6 Jo,

(20) ragi(x') - 7 i - 0, J€/„,<* = 1,2,..., r,

Therefore j(x*) ^ 0 since 7 ^ 0 and TQ > 0, a = 0 ,1 ,2 , . . . , r. Thus, i* is feasible for
(P), and the objective functions of (P) and (GD) are equal.

Multiplying (19) by y'^i € IQ and using (13), it follows that

By r0 > 0, it follows that

(21) y*i9i(x') = 0fi€lo.

Also, v = 0, r0 > 0 and (9) give

(22) Bx* = (207b)Bu/\

Hence

(23) x*TBx' = (x'TBx')^2(w'TBw')l/2.

If /3 > 0, then (12) gives w'TBw' = 1, and so (23) yields

If /? = 0, then (22) gives Bx* = 0. So we still get

z'T£w* = {x'TBx')l/2.
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Thus, in either case, we have

(24) x*TBw' = (x'TBx"Y/2.

Therefore from (21), (24) and p* = 0, we have

If, for all feasible (x,u,y,w,p), /(•) - ]T yigi(-) + (-)TBw is second order pseudoinvex
te/o

and JZ 2/t5i()i a = 1,2, . . . , r is second order quasincave with respect to the same 77, by

[5, Theorem 4], then x* is an optimal solution to (P). D
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