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Abstract

The most general continuous time and state branching (C.B.) process (X,) can be constructed as a
certain random time transformation of a spectrally positive Levy process. When the generating process
is compound Poisson with a superimposed negative linear drift and the C.B. process is not supercriti-
cal, then there is a random time T such that Xl+ T = e~c'XT where c > 0 is the drift parameter. Thus
T is the last epoch of random variation.

The paper explores a similar phenomenon for the discrete time case and it presents some
conditional limit theorems related to the last epoch of random variation.

A secondary objective is to present some limit theorems for the C.B. process analagous to known
results for the discrete time case.

1980 Mathematics subject classification (Amer. Math. Soc): 60 J 80.

1. Introduction

We begin by considering a Jifina process (J.P.) (Zn: n e N+) which is a Markov
chain with state space [0, oo) and whose transition kernel is defined by

where h is the cumulant generating fucntion (c.g.f.) of a necessarily infinitely
divisible distribution function (D.F.) F. This process can be interpreted as a
branching process where Zn measures the quantity of "population" in the nth
generation and F is the D.F. of the quantity of progeny due to a unit quantity of
" parent". The definition incorporates the basic property of independence of lines
of descent of disjoint subsets of the population. We set Zo = z > 0.

> 1988 Australian Mathematical Society 0263-6115/88 $A2.00 + 0.00

71

https://doi.org/10.1017/S1446788700031384 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700031384


72 Anthony G. Pakes [2] 

In this paper we consider the case where F is non-degenerate, m = xdF(x) 
< 1 and r = l in i j . . ^ h(s)/s, the first point of increase of F, satisfies 0 < r < 1. 
In this case Zn ~* 0 a.s. but P(Z„ > 0 Vn) = 1 and there is a sequence of 
constants satisfying c„foo, cn+1/c„ -» r" 1 and cnZ„ -» Z a.s. where Z has a 
proper non-degenerate D.F. Convergence in distribution was first shown by 
Seneta and Vere-Jones [12] and the extensions to a.s. convergence was indepen­
dently observed by others—see Pakes [7] for references. Kallenberg [4] also 
obtained this limit theorem, apparently in ignorance of the work in [12]. 

Pakes [7] investigated the rate of convergence of (c„ZN) to Z . His results 
require some extra assumptions on F. The function k(s) = h(s) — rs is a c.g.f. 
having the canonical representation 

where n is a Levy measure, that is, it is a positive measure on (0, oo) satisfying 
/0°°(1 A x)n(dx) < oo. Observe that k(s)/s -* 0 as i -> oo. The conditions used 
by Pakes ensure that for each e > 0, 

and in this case [12] c„ ~ const, r "(n -> oo). In this paper we shall use c„ = r " 
whenever (1.1) is in force. Assuming this is the case, define 

W=Z- r-"Z„. 
The limit Z has a c.g.f. Y(S) which, up to scale factors, is the unique solution of 

and l i m ^ w y(s)/s = 1. Let a(s) = y(s) - s. Pakes [7] obtained the following 
result on the behaviour of (Wn). 

THEOREM 1.1. Let (1.1) hold. Then 
(i) P(Wn > 0) = 1. 

Suppose k(s) = ssL(s) where 0 < S < 1, L is slowly varying (S.V.) at infinity and 
fe°° j - ^ s ) ^ < ooz/8 = 1. 

(ii) If 0 < 8 < 1 there is a strictly increasing S1—varying function g such that 

(1.3) r"g(r-")Wn^ SZ1" 

where S is stable with c.g.f. ss and independent of Z. In addition 

*(*) = P (1 - e-")n(dx) 

(1.1) 

(1.2) h(y(s)) = y(rs) 

(1.4) r"g{Z-n

l)Wn^S. 

(iii) If 8 = 0 andL(s) oo, that is, n((0, oo)) = oo, then 

y{r"a(r-"Wn-1)) -» A 

where P(A > x) = e x. 
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[ 3 ] Limit theorems for continuous-state branching processes 73

Some remarks are in order about the original statement of this result. First, the
exponent l/e on the right hand side of (1.3) was omitted. The limiting c.g.f. was
shown to be y(s') but this was incorrectly interpreted. Secondly, the condition
H((0, oo)) = oo was omitted in the statement of (iii), but was certainly used in its
proof. Thus in both parts (ii) and (iii) it is assumed that n((0, oo)) = oo. One of
our goals is to investigate the case X = w((0, oo)) < oo, where, as we shall see, a.s.
the sequence (Wn) has finitely many positive terms and hence there can be
no non-trivial limit theorem for (Wn).

Corresponding to the c.g.f. h is a right continuous subordinator (T(t)):

(1.5) E(exp(-sT(t)) = exp(-th(s)).

If X = oo then almost all sample paths of T(-) have a set of jump points which is
dense in R + , but if X < oo then T(t) = T(t) — rt is a compound Poisson process
with rate X and jump size D.F. X^n^O, x]). Thus Theorem 1.1 excludes the
compound Poisson case. In a sense to be made clear below, when X < oo there is
a random time v after which the population size declines deterministically and
geometrically fast. This behaviour is exactly analagous to extinction in a Galton-
Watson process and a corresponding theory can be developed by seeking condi-
tional limit theroems for Zn, or Wn, given v > n. We shall do this in Section 3.
The existence of v and associated distribution results will be the subject of
Section 2.

The existence of the behaviour outlined above is suggested by that of the
continuous time and state branching (C.B.) process (X,: t > 0) with no Gaussian
component. This can be constructed as a randomly time changed version of the
first positive excursion of a right-continuous spectrally positive Levy process
(L,:t> 0) where Lo = z > 0,

, - Lo))] = exp[r(c* - jf
•'0 +

c > 0 and II is a L6vy measure with II({oo}) = 0; see [8] for references. When
a = II((0, oo)) < oo this construction can be explicitly carried out [8] and it shows
that almost all sample paths consist of segments which decrease exponentiaUy
fast, dX, = -cX, dt, and these segments are separated by random increments
occuring at random times. Let Jo = 0 and Jlt J2,... denote the successive jump
times of (L,). When -oo < D = -c + /<f xll(dx) < 0 there is a last jump time J
prior to inf{f: L, = 0}. The random time change sends / to a time T < oo (a.s.)
and for / > T, X, = XTe'c('-T). Then, a.s. as t -» oo,

ec'X, -> X = XTecT

and ec'X, = X if t > T. The discrete skeleton at scale h,(Xnh:ne N+) is a J.P.
having the sample path behaviour further elucidated in the next section.
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Pakes and Trajstman [8, Theorems 4.4 and 4.5] obtained conditional limit
theorems for (Xt) and (ec'X, - X) conditional on the even T > t. Theorems 3.1,
3.2, 3.4, 3.5 are the corresponding results for the J.P. In Section 4 we complete the
correspondence by obtaining a version of Theorem 1.1 for C.B. processes in the
case where a = oo.

When 1 < m < oo for the J.P. it was shown by Seneta and Vere-Jones [12], and
rather later by Kallenberg [4], that there exists a sequence (dn) such that dn T oo,
dn+1/dn -> m and (Zn/dn) converges a.s. to a proper non-degenerate random
variable. Kallenberg showed also that the limiting D.F. is absolutely continuous
on (0, oo) and may have an atom at the origin. When 1 < m < oo Pakes proved it
was possible to obtain a weak limit result for the un-normalized process (Zn) by
diluting the initial population quantity. In Section 4 we will extend this result to
the C.B. process where we can obtain a slightly more explicit representation for
the c.g.f. of the limiting distribution.

Returning to the C.B. process with D < 0 and a < oo, it is possible to
decompose the sample path integral J- /0°° X, dt into two components, viz.,
fj Xtdt and / * X, dt. The second component, JR, is the contribution to J by
that portion of the sample path following the cessation of random variation and
clearly JR = c~lXT. Following the main theme of this paper we will, in Section 5,
investigate the conditional distribution of XT given T > t and obtain a limit
theorem without extra assumptions. When D = 0 we obtain an explicit limiting
Laplace-Stieltjes transform. The joint behaviour of J — JR and JR is also of
interest but we will not pursue this here. In Section 5 we will also look at the
corresponding question for the J. P., that is, we look at the total quantity of
population following v.

It is interesting to compare these results with a similar one for the simple
Gal ton-Watson process (£/„). Let M = E^U^ < 1 and N be the extinction time.
We shall show that the distribution of Un_l, given N > n, tends as n -» oo to one
which is closely related to the M^-invariant measure of (£/„). There seems to be
no similar representation for the limit distributions in the continuous-state case.
Indeed, under our assumptions these processes have no such invariant measures.

There is some duplication of notation, but not within sections or models.

2. Construction of the J.P.

Let (T(t) :t > 0) be a subordinator as defined in Section 1 satisfying (1.5) and
let Zo = z. Kallenberg [4] constructs the J.P. by defining S_x = 0 and assuming
that Z o , . . . , Zn have been determined he sets Sn = H"-QZj and Zn+1 = T(Sn) —
T(Sn_1). Then Sn = z + T(Sn_i) and the Sn are stopping times for (T(t)).
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[ s 1 Limit theorems for continuous-state branching processes 75

When X < oo, (T(r)) is a compound Poisson process (F,) with a super-imposed
linear drift of rate r. Denote the successive jump times of (Fr) by (rn:n > 1), a
sequence defining a Poisson process with rate A. If Sn_1 and Sn are not separated
by a jump time then

Z, + i = T(Sn) - n ^ - x ) = r(Sn - Sn_x) = rZn.

If Sn and Sn+l also are not separated by a jump time then Zn+2 = rZn+l = r2Zn,
and so on. Thus until (Sn+y. j > 0) exceeds a jump time the J.P. sample paths
decrease geometrically fast with ratio r.

If Sn_1 and Sn are separated by at least one jump time and the associated total
increment of (F,) is / then

ZB + 1 = T(SH) - r (5 n _ x ) = / + r(Sn - Sn_x) = I + rZn.

Now a.s. Sn t S < oo and (see [4, page 26]).

S = inf{?: T(t-) < t - z) = inf{?: z + Fr_< (1 - r)t).

Graphical considerations show that a.s. there is a random index v such that
{Sv_2, Sv_x} is the last separated pair—define v = 0 if there is no separated pair.
More formally define v — max{n > 1: Zn =£ rZn_1) where max 0 = 0 . This
definition implies that Zv+n = Zvr

n (n > 0). In particular Z = r~vZv and ff,,+n

= 0 a.s. Consequently random variation ceases after the epoch v. In the following
theorem which should be compared with Theorem 4.3 in [8], we obtain results
giving the joint distribution of Zn and v. Let Pz(')

 = P(' I Zo = z).

THEOREM 2.1 Let p = X/(l - r) W m < 1. Then

(2.1) P > < «) = exp(-z

and

(2.2) £ x ( e - z - ; r > n) = exp(-zA,,(j)) - exp(-zhn(s + p))

w/iere /in « f/ie «-/oW iterate ofh andho(s) = s. In particular Pz(v < oo) = 1.

PROOF. The event {v = 0} occurs if and only if Zn+l = rZn (n > 0) if and only
if TX > S = zY%_Qrn = z / ( l - r). Thus

/»,(„ = 0) = P(Tl > z/{\ - r)) = e-»,

which agrees with (2.1). If n > 1,
oo

{ ' < » } = PI {Z,-+1 = ^ y } = (no jump in [Sn,Sn + Z n / (1 - r ) ] } .
7 - "

Since the Sn are stopping times, we have, if J^ = <x(Z0,..., Zn),

Pz(v < n) = £z(P(nojumpin [$,,,$, + Zn/(l - r)] \Pn))
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To obtain (2.2) observe that

Ez(e'sZ-; v > n) = Ez(e~sZ»P(v > «| J^))

= E,(e"z-PzJip > 0))

= Ez[esZ" - e-(J+")z»].

That v is non-defective follows because limn_00 hn(s) = 0.

3. Conditional limit theorems

We begin by looking at limit theorems for Zn given that v > n, that is, we
condition on the event that random variation has not ceased. The final remark in
the proof of Theorem 2.1 yields

(3.1) Ez(e-°z»\v > n) ~-

When m < 1 Seneta and Vere-Jones [11] have shown that hn(s)/hn(l) -* H(s),
the unique c.g.f. solution of

(3.2) H(h(s)) = mH(s), H(l) = 1

and having the canonical representation

(3.3) H(s) = r (1 - e-")Q(dx)
Jo

where Q is aLdvy measure. In addition fi((0, oo)) = oo since P1(Zl = 0) = 0 [11,
page 219] and /0°° xQ(dx) < oo if and only if E1(Z1 log"1" Zx) < oo. The c.g.f. H
is that of the weak limit of the D.F.'s Ph-im(Zn < x) [11, page 215].

Using these results it is clear that the right hand side of (3.1) converges to

H(s + p) - H(s) _ /p00 <?-"(! - e-")Q(dx)
H(p) /« (1 - e-")Q(dx)

which is the Laplace-Stieltjes transform (L.S.T.) of a non-defective D.F. Conse-
quently we have the following theorem.

THEOREM 3.1. Ifr>0 andm < 1 then

and /0°° x dG < oo if and only if' E1{Zl log+ Zx) < oo.
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A critical (m = 1) analogue of Theorem 3.1 is given by

THEOREM 3.2. If m = 1 , r > 0 and y = \ v a r ^ Z j ) < oo then

Pz{Zn < nx\v > n) -> (1 - e-x/y) + .

PROOF. Seneta [10] has shown that

where, for each 0 < 8 < oo, sup0 < J < aen(i) -* 0 (n -» oo). (The factor \/n is
missing in the statement of (3.4) in [10].) This result is also given by Kallenberg
[4] under the extraneous condition P1(Z1 = 0) > 0. Using (3.4) it is easily seen
that

hn(p + s/n)-hn(s/n) x

*.(P) ^ 1 + W ,

the L.S.T. of the limiting D.F. of the assertion.
We now consider the distribution of Wn = Z - r~"Zn given that v > n. In the

next theorem we compute its conditional L.S.T. using the same idea as used in [8,
Theorem 4.5] for the C.B. case.

THEOREM 3.3.

r r . -""- i u - ,,\
l -expM n (p) ]

PROOF. Since Wn = 0 a.s on {v < n} we have

E,(e"w"\ v>n) = EXe'sW") - Pz{v < » ) .

The first term is found by observing that

—/Z,,+> - r~"Zn)) | j r

whence

E,(e-W-) = cxp[-zhn

and the assertion now follows upon using (2.1).
Since hn(-) -» 0 as n -» oo we obtain

The next result gives a conditional limit theorem for Wn in the subcritical case.

https://doi.org/10.1017/S1446788700031384 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700031384


78 Anthony G. Pakes [8]

THEOREM 3.4. Suppose 0 < r < m < 1. Then

lim n)= f ° P(C, < x\C,> O)G(dt)
*0

where (C,) is a compound Poisson process with c.g.f. a(s) and G is the limiting
distribution in Theorem 3.1.

PROOF. The results in [11] leading to (3.2) show that the left hand side of (3.5)
converges to 1 - H(a(s))/H(p). Since a(0) = 0 this is the L.S.T. of a non-defec-
tive D.F. and (3.3) enables us to represent this L.S.T. as j™<t>(s, t)G(dt) where

* ( J , / ) = [*- '»< '>-«-"] / [ ! -«"" ' ] •
It was pointed out in [7] that (1.2) can be expressed as ra(s) + k(s + a(s)) = a(rs)
and since k(oc) = «((0, oo)) = A, we obtain a(oo) = p. Consequently exp(-ta(s))
is the L.S.T. of a compound Poisson process (C,) with Co = 0, rate p and jump
D.F. p"V((°» *D where /i is the Levy measure of a(-). It follows that P{C, = 0)
= exp(-pf) and hence that 4>(s,t) is the L.S.T. of P(C, < x\C, > 0). This
completes the proof.

Finally, we consider the critical case.

T H E O R E M 3.5. IfO<r<m = l and y = \ varx Z1 < oo then for x > 0

(3.6) limPz(na(r-"Wn-
1)^x\p>n) = T ^ - .

n —» oo ^ ' JX

PROOF. Equation (1.2) implies y(rs)/y(s) = h(y(s))/y(s) -* 1 as 5 -* 0, and
since h is increasing it follows that h, and a, is S.V. at the origin. In (3.5) replace
^ by sa'l{x/n), whence, from the slow variation of a, a{sa'l{x/n)) ~ x/n.
Using (3.4) we obtain

Ez(exp(-sr"a~1(x/n)Wn) \v > n) -» (1 + yx) .

The right hand side is the L.S.T. of a defective distribution which places mass
(1 + yx)'1 at the origin and no mass in (0, oo). It follows that

Pz{r"a-\x/n)Wn < l|i» > n) -> (l + yx)'1

and algebraic manipulation yields (3.6).

4. The C.B. process

A version of Theorem 1.1 for C.B. processes (X,) with D < 0 can be obtained
from Theorem 1.1 by using the method of discrete skeletons [5] after we have
checked a few conditions. First we need some notation. Let

0 +

https://doi.org/10.1017/S1446788700031384 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700031384


[9] Limit theorems for continuous-state branching processes 79

assume II ((0, oo)) = oo and

(4.1) (X m{s)s-2dx < oo.
•'l

In this case [3] a.s. e€'X, -* X < oo whose c.g.f. TJ satisfies the differential
equation

(4.2) i'(s)Mi{s)) = -l/cs.

Let ipt(
s) = -l°§>Ei(e~sX')> s o Eze'sX' = exp(-z»//,(•?)). The c.g.f. \pt satisfies

(4.3)

Since \p(s)/s -» -c as s -* oo it follows from (4.3) that

(4.4) Um t,(s)/s = e-cl.
s—* oo

Thus if (X*) is the discrete skeleton at scale T > 0, that is, A^ = XnT,, then the
first point of increase of the D.F. of X{ is rT = e~". The a.s. convergence result
cited above and that for the J.P. show that (4.1) is equivalent to

(4.5) J°° (yp,(s)-se-c')s-2ds< oo

and that

lim T\(S)/S = 1.
S-"X

Let Dt= W — ec'Xt. It follows from Theorem l.l(i) that for each countable
dense subset 3) of R + there is a set A such that PZ(A) = 1 and if w e A then
Dnr(u) > 0 for each n e N+ and T G Sd. If necesary we can delete a set of zero
probability from A so that for each « e A, X.(u) is right-continuous and has left
limits. Thus there is a sequence (T,) C 3) such that «T, 1 / and DnT (w) -^ A( w ) -
We conclude that PZ(I>, > 0, f > 0) = 1.

Suppose

(4.6) 7r(j) = i 8 L ( i ) ( 0 < « < l )

where L is S.V. at infinity and when s = 1 we must have /j00 s~1L(s)ds < oo so
that (4.1) is satisfied. The differential equation version of (4.3) can be solved in
the form

When 8 < 1 (4.4) and (4.6) yield

and when 8 = 1,

t,{s) -se~c'~ sL(s)te~ct (s -» oo).
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Thus the conditions of Theorem 1.1 are satisfied for the skeleton (Xr
n). Moreover

it follows from [7] (Lemma 2 when 0 < 8 < 1 and equation (9) when 8 = 1) that
a(s) = -q(s) — s is R.V. with index 8. This can also be deduced from (4.6) and
(4.2). Consequently when 8 > 0 the inverse g of a is 8 ̂ -varying and the
following result now follows from Theorem 1.1 and Kingman's Croftian theorems
[5]-

THEOREM 4.1. Let D < 0, (4.1) and (4.6) hold for the C.B. process. When
0 < 8 < 1 then

where S is stable with c.g.f. ss and is independent of X. In addition

If 8 = 0 and L(s) —» oo ay s -* oo then

where P(A > x) = e~x.

We now look at the special case of the supercritical C.B. process in which
c < 0, II((0, oo)) < oo and /0°° xU(dx) < oo but |/o

e ds/>p(s)\ = oo. The last
condition ensures that almost all sample paths are finite for all / [3]. The
condition c < 0 ensures that almost all sample paths are non-decreasing and
hence a.s. Xt t oo as t f oo. Now consider a family of processes (X, u: t > 0, u > 0)
defined by the same c.g.f. $ but with initial quantity of population z/ipu(l). The
following result asserts that the family (X,,) converges in law. Since ^,(1) -* oo,
the population size is controlled by diluting the initial population size. Let
b = -c.

THEOREM 4.2. The family (Xtl) has an infinitely divisible limiting distribution
whose c.g.f. is zQ(s) and Q(s) solves the differential equation

(4.7) Q'(s)/Q(s) = bMs).

If (4.1) holds, or equivalently if f$ x\ogx'1Ii{dx) < oo, then we can replace
z/4>u(l) by ze~bu. In this case l i m ^ ^ Q(s)/s = 1.

PROOF. Theorem 6 in [7] implies that the skeletons (XnT nT) have infinitely
divisible limiting distributions whose c.g.f.'s have the form zQT(s). Since the c.g.f.
of (X, t) is continuous in /, Kingman's theorem shows that QT(-) is independent
of T and (X, t) converges in law to a distribution with c.g.f. zQ(s). Pakes' result

https://doi.org/10.1017/S1446788700031384 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700031384


Limit theorems for continuous-state branching processes 81

[7] asserts that Q is, up to multiplicative constants, the unique solution of

(4-8) Q(M')) = ebTQ(s)

such that Q(s)/s is monotone—recall that ebr is the first point of increase of the
D.F. whose c.g.f. is \pT(s). Differentiating (4.8) with respect to r and using the
backward equation d\f/,/dt = ip(\p,) (see (4.3)) gives (4.7).

Since (4.1) and (4.5) are equivalent, it follows from Pakes' theorem that (4.1)
implies ^BT(1) ~ const. enbr(n -* oo). Invoking Kingman's theorem once again
implies that 1 ,̂(1) ~ const. ebt. The D.F. whose c.g.f. is e'b'\p,(s) has first point
of increase equal to unity and, as can be inferred from (4.8), this is preserved in
the limit, that is, Q(s)/s -* 1 as s -» oo. This completes the proof.

Eq. (4.7) can be explicitly solved in a few cases. For example suppose
II((;c, oo)) = ae~*x so that the generating subordinator (L,) is a compound
Poisson process, with rate a and exponential jump D.F. having mean p.'1, and
with a superimposed linear drift with rate b. With an initial population size zebt,
(4.7) becomes

and this can be solved subject to the condition Q(s)/s -> 1. The solution is

Q(s) = [^(/i + a + s)a\

where a = X/b. The canonical representation of Q is s + /0" (1 — e~sx)$(dx)
where f is a Levy measure and f((0, oo) = a. If ju = a, then

a'H((0,x])= [Xy-1e-ayi1(ay)dy

where Ix is the modified Bessel function.

5. The residual integral

We begin by considering the C.B. process with c > 0, D < 0 and a =
II((0, oo)) < oo. In this case there is a last jump epoch, T, Xt+T = XTe~" and
hence JR = ff X,dt = c'lXT. Let 4>(s) = 1 - a'hr^s) be the L.S.T. of the jump
size D.F. of (L,). We prove the following result about the size of the process at T.
Let p = a/c which is analogous to p as used in Sections 2 and 3.

THEOREM 5.1. When D < 0 and a < oo then

(5.1) Ez{e-*T\T>t) = f ̂
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Moreover l im, _,<,<, PZ{XT < x\T > t) = A(x) exists as a proper non-degenerate

D.F. and

(5.2) f e~" cM(x) = ^
; Jo K ' xKfi + s) x(P)

where x(s) ~ nm(-.oo 1//r(5')/1/'r(l)- When D < 0 then x is the c.g.f. given by

(5-3)

and when D = 0

PROOF. Given J5",, a jump of size y occurs in (t,t + dt) with probability
aXt dt + o(dt) and no jumps occur after t + dt with probability e'p(X'+ Y) + o{dt).
Thus, excluding terms of order o(dt), we have

Ez(e'sXr;t <T <t + dt) = E,(e-<x-+rX' +

-I — \t •J>+S)dt

and we have used the forward equation. Integration now yields (5.1)—recall that
4>,(s) -* 0 as t -* oo. In addition, as / -* oo

(5.4)

When D < 0 it was shown in [8] that I / / , ( J ) / I / / / (1 ) -• x ( J ) a s given by (5.3). In
[8] h(-) is used instead of x(")—see equation (4.6) therein.

For the case D = 0 let 0 < sx < s2. Since ip(s) < 0 it follows from (4.3) that
V'/C-Si) < 1/'r(-$2)- Now £(5) = \f>(s)/s -» 0 as J -» 0, so using (4.3) again we have

where ^ ( ( ^ I )
 K £t K ^((^2)- Since the left hand side is independent of t we must

have i//,(52)/i/',(i1) -> 1 as t -» 00.
It follows that when D < 0 the right hand side of (5.4) converges to that of

(5.2) with x as described in the assertion. Since <KP) = -o4>(p), the right hand
side of (5.2) tends to unity as s -> 0 and hence is the L.S.T. of a proper
non-degenerate D.F. The proof is complete.
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Note the explicit form of the limiting L.S.T. when D = 0. As an example let
$(s) = fi/(/x + s) and c = a/n, ensuring D = 0. The L.S.T. at (5.2) is then
[p/(p + s)]2 and hence the limiting distribution is a scaled X4-distribution.

We now obtain a similar result for the J.P. but here the limiting L.S.T.'s involve
functions that satisfy functional equations.

THEOREM 5.2. Let 0 < r < m < 1. Then
(5.5)

00

Ez(e-sZ~; v>n)= £ {exp{-zhn+J+1(P + s)) - exp{-zhn+J(p + rs))}.

7 = 0

and as n —> oo

(5.6) Pr(Z,<*|p>/i)->*(*),
a proper non-degenerate D. F.

When m < 1

tv/iere / / iy defined in Section 3.
Mie« w = 1

(5.8) f ° e-IJt</fl(jc) = p(s) = 1 + K(ra) - V(s)

where V(s) is the c.g.f. defined by

anrf satisfying the functional equation

(5.9) V(h(s)-p)=V(s-p)-l.

PROOF. The left hand side of (5.5) is

t Ez{e-°z';v = i ) = t [ E z { e - s Z - , v > i - \ ) - E z { e - s Z ' ; v > i ) \ .
i' = n + 1 1 = n + 1

The second term in the summand is given by equation (2.1) and the first term is
Ez{e~sZ>) - Ez(e'sZ'\ v ^ i - 1). W h e n v < / - 1, Z , = rZt_x a n d h e n c e T h e o -
rem 2.1 yields Ez(e'sZi; v < / - 1) = exp(-z/i._1(p + rs)). Putting these expres-
sions together gives (5.5) and using Theorem 2.1 again we obtain

(5.10) Ez{e-sZ-\v >n)~ ( ^ ( p ) ) " 1 E [hn+J{P + rs) - hn+J+1(p + s ) \ .
7-0
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When m < 1 the definition of H( •) shows that 
(5.11) 

OC 

lim E , ( e - ' z - \ y > n) = (H(p)yl £ [ t f (* , (p + rs)) - H{hJ+1(p + s))}. 

However (3.2) can be iterated to yield H(hj(s)) = mjH(s) and the right hand 
side of (5.11) sums to that of (5.7), which we denote by a ( s ) . Since a(0 + ) = 1 
the continuity theorem for L.S.T.'s yields (5.6) and (5.7). 

When m = 1 the conditions of the Levy-Szekeres theorem [6, Chapter 7] are 
satisfied by h ( s ) and it follows that 

d(s) = URN (h„(s) - h„{p))/((hn(P) - h n + 1 ( p ) ) 

n—* 00 

exists, is continuous and strictly increasing, and is the unique convex solution of 
the Abel-type equation v(h(s)) = v(s) — 1. Defining V(s) = v(p + s) gives (5.9). 
If A„ is the Levy measure of h „ ( s ) then 

/•00 fX 
hn(p + s ) - h n ( p ) = r"s + J (l-e-")dj e-»rA„(dy) 

is a c.g.f.—note that A„((0, oo)) < oo. It follows [11, Appendix] that V(s) is a 
c.g.f. having the canonical form /0* (1 - e~sx)A(dx) where A is the weak limit 
of the measures (hn(p) - hn+l(p)YlfA e'^An(dy). 

Let 
v ( , _ h„(p + s ) - h n ( p )  

y " [ S ) hn(P) - h„+l(p) • 

The summands in (5.10) can be written as 

U+J(n) -h:+J+f^\hm+J+f^vm+J+1(s) + i ) ( h n + j ( p ) - hn+J+1(P)). 
The Levy-Szekeres theorem also states that the fraction term in the braces tends 
to unity, so for large enough n and all j the term in braces is arbitrarily close to 
B ( s ) . Thus 

Ez{e~^\v> n) ~ B i s ^ p ) ) ' 1 I {hn+J(p) - h n + J + l(p)) = B(s). 

j = 0 

Since B(0) = 1, (5.6) and (5.8) follow. 
Now let (U„) be a Galton-Watson process with a non-linear offspring distribu­

tion p.g.f. / ( 0 ) satisfying M = / ' (1 - ) < 1. Let / „ ( 0 ) be the «-fold iterate of / 
with / O ( 0 ) = 6 , /„ = /„(0) and let N = min{«: U„ = 0), the extinction time of 
(£/„). A quantity analogous to the conditional distributions of Theorems 5.1 and 
5.2 is PI(UN_1 = j | N > n ) . The following results correspond to these theorems. 
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THEOREM 5.3. When M < 1

E,(9»'->\N> n) = (1 -fj)-1 I [(/„+,(/!*))'' - / . ' 4
7 = 0

In addition

where (pj) is a distribution concentrated on
When M < 1 then

() is the p.g.f. defined by

Q(0)= lim £(<?l/»|7V>«)= lim

an*/ satisfies the functional equation

(5.12)

A/ =

7 - 1

= lim S"^Zi
n-»oo /n + 1 7n

anJ satisfies the functional equation

U(f(0)) = 1 + !/(»).
The proof is quite similar to that of Theorem 5.2 and uses the assertions about

Q and U which can be found in [1] and [9], respectively. The interest here is that
the limiting distribution has the form pj = const. Ujf{ where («y) is the M"^in-
variant measure of the matrix [PtJ: i, j > 1] where y?,y = Pi{Ul = j), that is,

When M < 1 the Uj can be taken as lim,, _ „ Pi(Un =j\N>n) and (5.12) can be
written as Q(f(O)) = MQ{0) + Q(fx) which should be compared with equation
1.7.6. in [1]. When M = 1, (u,) is the invariant measure of ([/„) and E«7 = oo.
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Connections like these seem not to exist for the continuous-state processes. In 
fact if R > 1 our processes do not have ^-invariant measures which possess 
L.S.T.'s. For example suppose 6( -) is such a measure for the J.P. and let K(z, A) 
denote its one-step transition kernel. The measure K(z, •) is supported in [rz, o o ) . 
If A(s) = /0°°+ e~sx8(dx) exists then 

/•00 rOC 

A(s) = R / 8{dz)K(z,dx)e'sx = RA(h(s)). 
Jo+ Jo+ 

Iterating this equation gives 

R-"A(s) = A(hn(s)). 

If R = 1 then A ( ) must be constant, and if R > 1 then the left hand side 
decreases as n increases but the right hand side increases. It seems likely that 
non-trivial i?-invariant measures will exist only for those continuous-state branch­
ing processes which can hit the origin with positive probability. 
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