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1. Introduction. The purpose of this paper is to introduce a generaliza­
tion of metric space that arises naturally out of the notion of signal function 
as it occurs, for example, in (5). In §§ 2-5, the basic definitions and motiva­
tion are given. In §§ 6 and 7 several elementary topological properties are 
proved, and in §§ 8 and 9 an important example from special relativity is 
developed. 

2. A special group. Let r be the set of all order-automorphisms of the 
real line R. For members of T we shall find it convenient to use the following 
function notation: t<f> or {t)<j> is the value of <j> at t. Thus, V is the set of all 
(necessarily continuous) one-to-one maps <j> of R onto R such that s<j> < t<j) 
whenever s < t. For <j> and \p in T, composition reads from left to right: the 
value of 4$ at t is (£0)^. With respect to composition, F is a group. The group 
identity e is the functional identity: te = t for all / in R. And the inverse 
4rl of ^ in T is the functional inverse: 5 = t$rl if and only if t — s<j>. 

For #, \p in T define <j> < \p if and only if t<f> < t\p for all t in R. T is a dis­
tributive lattice with respect to < . The meet A and join V operations on T 
satisfy t{<j> A ̂ ) = mm[t<j>, t\j/] and i(</> V ̂ ) = max[/0, ty] for all t in R. With 
respect to both < and composition, F is a lattice-ordered group; see (2, 
chap. 14). 

3. Signal metrics. A signal metric on a set X is any function / : X X X—>r 
such that, for all x, y, z in X, 

(3 .1) fxz < fxyfyz, 

(3.2) / , , = e, 

(3.3) fxyfvx > e when x ?± y. 

Note that fxy is the value of / at (x, y) in X X X. Also the definiteness 
condition (3.3) means that when x ^ y then tfxyfyx > t for at least one L We 
shall say t h a t / i s strongly definite if tfxyfyx > t for all / whenever x 5* y. Neither 
positivity nor symmetry is assumed. f:XXX—*T is positive when fxy > e 
for all x, y in X, it is symmetric when / ^ = fyx for all x, 3/ in X. 

f: X X X —» r is a signal semi-metric on X when (3.1) and (3.2), but not 
necessarily (3.3), hold for all x,y, z in X. In this case (3.1) and (3.2) imply 
a weak form of (3.3): fxyfyx > e for all x, y in X. 
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A signal space is a pair (X, / ) where / is a signal meti ic on X. A subset F 
of X is a subspace of X in the sense that the restriction of / to F X F is also 
clearly a signal metric on F. 

For signal spaces (X,f) and (F, g) a one-to-one map # of X onto F is a 
signal isometry when g^^ = /*„ for all x, y in X. Here x# is the value of <j> at x. 

A metric ^ o n l may be identified with a signal metric J on X by defining 
fc^ry = t -\- d(xyy) for all / in R and all x, y in X. As is easily verified, d is 
positive, strongly definite, and symmetric. 

4. Interpretation. For a signal metric or semi-metric / on X we shall 
generally have the following interpretation in mind. Each member of X is 
an observer equipped with a clock. The clock of an observer assigns a real 
number as the time of occurrence to each event occurring at the observer. It 
is not assumed to assign a time of occurrence to any event occurring else­
where; see (9) for a detailed analysis of the extensive abstraction involved in 
these notions of event and time. For each ordered pair (x, y) of observers, fxy 

is the signal function from x to y: tfxy is the time by y s clock that he receives 
a direct light signal emitted by x at x's time t. Tha.tfxy is in T indicates that 
light signals are received at y in the same order that they are emitted by x 
and that at no time from — oo to + 0 0 is either observer out of light reach 
of the other. 

Now suppose that y, upon receiving a light signal at his time tfzy, imme­
diately relays the signal on to an observer z. Then z will receive the relayed 
signal at his time tfxyfyzy whereas the direct signal from x is received at z's 
time tfxz. The triangle inequality (3.1) implies that a relayed signal never 
arrives before the direct signal. 

With the idealization involved, each observer would receive his own signal 
immediately, as is asserted by (3.2). 

Next, suppose that y, upon receiving a signal at his time tf2V, immediately 
reflects the signal back to x. Then x will receive the reflected signal at his 
time tfxyfxv. According to x the time lapse for the round trip of the signal 
is tfxyfyx ~~ t> This is not negative and, in a sense, measures the separation 
of y from x at x's time /. Condition (3.3) says that when y T* X, then at some 
time y is separated from x. This condition is imposed to simplify topological 
considerations. To state that / is strongly definite may be interpreted as 
saying that no two distinct observers ever collide or intersect. 

Neither symmetry nor positivity is imposed because of the important example 
developed in § 9. 

The system axiomatized by A. G. Walker (8) can be regarded as a signal 
space of a special type. The interpretation given above essentially agrees 
with his. 

5, Re-graduation. Consider a signal semi-metric / on X. With the inter­
pretation of the preceding section the notion of re-graduation arises. Suppose 
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each observer x re-graduates his clock: a new time of occurrence t$x is assigned 
to any event at x whose old time of occurrence is t. We shall only consider 
the case where 6X is in I\ so that the ordering of events at x is preserved and 
a lifetime is still from — <» to +°° . Such a re-graduation induces a new signal 
function gxy = dx~

l fxy 6y from x to y. It is easy to verify that g is also a signal 
semi-metric on X and that g will be definite or strongly definite whenever / 
is definite or strongly definite, respectively. 

Any map 6: X —* r will be called a re-graduation function on X. And a 
signal semi-metric g on X will be called a re-graduation of / (by way of 9) 
when &.J, = Qx~

l fxy 0y for all #, j in X. 
Let 0£ = (fax)"1 for some fixed a in X. Then 0 is a re-graduation function, 

and it is easily verified that the re-graduation of / by way of 6 is positive. 
Thus, 

THEOREM 5.1.-4 signal metric f on X has a positive re-graduation. 

Let T0 be the set of all $ in T of the form t<f> = at + b with a, b in R and 
a > 0. A re-graduation function 6: X —> r 0 is an a$we re-graduation function. 

THEOREM 5.2. If f: X X X -* T0 is a signal metric on X, then there is a 
re-graduation g of f by way of an affine re-graduation function and there is a 
non-symmetric metric d on X such that g = d. 

Proof. Use the re-graduation function in the proof of Theorem 5.1 and 
observe that if at + b > t for all /, then a = 1 and b > 0. 

Remark. If / is a signal semi-metric on X, then by analogy with the case 
for semi-metrics members x, y of X may be identified when fxyfyx — e. In 
general the result does not yield a signal metric unless the original / was 
positive. 

6. The induced topology. Consider a signal space (X,f). According to 
the interpretation of § 4, tfxyfyx — t is the length of time at x for a signal 
emitted from x at his time t to make the round trip to y and back. From x's 
point of view: the smaller tfzyfyx — t is, the closer is y to x. This suggests 
the topology on X which has for a subbase all sets 

Nx(e, t) = {y: tfxyfyx — t < e) where x £ X, t 6 R, and e > 0. 

This topology—i.e., the family T ( X , / ) of all open sets—is the topology on 
X induced by f. The main result of this section is that the induced topology 
is metrizable and independent of re-graduation. 

For a subset T of R, let Nx(e, T) = Pi \Nx{e, t): t 6 T). 

LEMMA 6.1. If y £ Nx(e} T) where T is a compact subset of R, then there 
is a finite set S of rationals and a rational r > 0 such that 

Ny(r,S) CNx(e,T). 
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Proof. Consider t in T. Then tfxyfyx < t + e. Hence, tfxy < (t + e)(Jyx)~
l. 

Since fzy and (fyx)~
l are continuous, there exist positive <$(/) and e(t) such that 

[* + <t)]fxy + 8(t) <[t- e(t) + t](fyx)-\ 

Since T is compact, finitely many of the intervals (/ — e(t)t t + t(t))—say, 
(ti — e(/i), ^ + e(ti)) for i = 1, . . . , ?z—cover T. Let 

ôo = min{5(^): 1 < i < ^ } , vt = [J, + e(J *)]/**> and F = {»i, . . . ,vn}. 

Suppose z Ç Ny(80, V). Iî t £ T, then tt — e(tt) < t < tt + t{tt) for some i. 
Hence, 

tjxzjzx ^ tfxy JyzJ zyjyx ^ [*i ~T~ *\Pi)ijxyjyzj zy Jyx == Vijyzj zyjyx-

But Vifyzfzy < vt + ôo so that 

*/«/** < foi + $o)/y* < bi + à(ti)]fyz> 

Since 
»i + «(*<) = [*i + e(ti)]fxy + à(tt) < [ti - e(tt) + t](fVx)-\ 

then 
tfxzfzx < t i ~ e(tt) + € < t + 6. 

Thus, z e Nx(e, T). Consequently, Ny(80, V) C Nx(e, T). Now, since 
Vt < Vt + 8Q for i = 1, . . . , n, there exist rational s* and a rational r > 0 
such that Vi < s* < st + r < vt + ô0. Let 5 = {s*, . . . , sn}. Suppose 
z Ç iV^r, 5) . Since 

Vifyzfzy < Sifyzfzy < St + T <Vt + Ô0 for al l i , 

then 2 G #,(«„, TO. Thus, Ny(r, S) C #,(So, V) C iV*(e, T). 

THEOREM 6.2. Each of the following families is an open base at x: J$x° which 
consists of all Nx(e, T) where e is a positive rational and T is a finite set of 
rationals; Bx which consists of all Nx(e, T) where e > 0 and T is a finite subset 
of R; and B / which consists of all TV^e, T) where e > 0 and T is a compact 
subset of R. 

Proof. Since Bx° C B^ C B / , it is clear from Lemma 6.1 that it suffices 
to show that Bx° is an open base at x. This follows from Lemma 6.1. 

THEOREM 6.3. If g is a re-graduation of f, then T(X,g) = T ( X , / ) . 

Proof. This is left to the reader. 

THEOREM 6.4. T(X,f) is Hausdorff. 

Proof. Consider r, t in R and x, y in X such that r < tfxyfyx. We shall show 
that there is an Ny(8, s) such that r < tfxzfzx for all z in Ny(8, s). Since 
r(fyx)~1 < tfxy, then there is a 8 > 0 such that r(fyx)~

l < tfxy — 8 and, thus, 
such that r < (tfxy — 8)fyx. 
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Let 5 = tfXy — ô. Suppose z Ç Nv(ô, s). Then, sfyzfzy < s + ô. Since 
fzv > t$iz)~llxv and fyz >fvx{flx)-\ then 

Sjyzsjxz) \Jzx) Jxy ^ Sjyzjzy \ S T" O == tjxy. 

Thus, sfyx < tfzzfzx and r < (tfxy - ô)fyx < tfxzfzx. 
Now, consider x 9^ y in X. Then there is a / in R and an e > 0 such that 

t + e < tfxyfyx- By the above, there is an A (̂<5, 5) such that t + e < tfXkfzx 

for all 3 in Ny(ô,s). Thus Ny(8, s) is disjoint from iV2(e, £). Since these are 
open by Theorem 6.2, then T(X,f) is Hausdorff. 

THEOREM 6.5. T ( Z , / ) is metrizable. 

Proof. By Theorems 5.1 and 6.3, it may be assumed that / is positive. 
For a rational e > 0 and a finite set T of rationals, let F(e, T) be the set 
of all (x, y) in X X X such that / /^ < t + e and //^ < t + e, for all / in T. 
Let B be the family of all such F(e, T). It may be verified that B is a uni­
formity on X which induces a topology coincident with T ( X , / ) . Since B is 
countable and the topology is Hausdorff, then the topology is metrizable; cf. 
(4, p. 186). 

For this proof I am indebted to J. Cibulskis. 

Remark. It should be observed that a metric d on X induces the same 
topology on X as the corresponding signal metric d as defined in § 3. 

7. Continuity of signal metrics. With the topology induced by signal 
metrics, the appropriate topology to consider on T is that of pointwise con­
vergence. Apart from some observations about this topology, the main result 
of this section is that / : X X X —» T is continuous when / is a positive signal 
metric. 

For a G I \ e > 0, and a subset T of R, let Na(c, T) be the set of all <j> G Y 
such that \ta — t<t>\ < e for all t G T. The following is easily verified. 

LEMMA 7.1. If p G Na(e, T) where T is compact, then there is a ô > 0 such 
that Nfi(ô, T) C Na(e, T). 

From this and the fact that JVa(e, T) C Na(8, S) when e < ô and T D S, 
it follows readily that the family of all Na(e, T) where e > 0 and T is finite 
(compact) is an open base at a for the topology of pointwise convergence 
(uniform convergence on compacta) on T. 

LEMMA 7.2. If T is compact and e > 0, there is a rational r > 0 and a finite 
set S of rationals such that Ne(r,S) C Ne(et T). 

Proof. There exist a positive rational r < e/2 and a finite set S — {s$, . . . , sn} 
of rationals such that 0 < st+i — Si: < r and such that T is a subset of the 
closed interval [so, sn]. Consider </> G Ne(r,S) and t £ T. For some i, 
s* < t < 5 i+1. Hence, 

st(t> < /0 < St+i 0 and s* 0 — si+i < £0 — / < s^+i 0 — j * . 
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Since si+i — st < r, then 

Si<t> — Si — r K t<t> — £ < si+i 0 — si+i + r. 

But — r<sk<j>--sk<r for all k since <t> (E Ne(rfS). Thus, 

- 2 r < 10 - * < 2r 

and |*0 - t\ < e. Consequently, 0 € #«(«, T) and Ne(r,S) C Ne(e, T). 

THEOREM 7.3. For Y the topologies of pointwise convergence and uniform 
convergence on compacta coincide. 

The proof of this theorem follows directly from the two preceding lemmas. 
Moreover, since T is a homeomorphism group, it is known that with respect 
to the compact open topology, it is a topological group whose two-sided 
uniformity is complete; see (1). But for V the compact open topology and the 
topology of uniform convergence on compacta coincide; cf. (4, p. 230). Also 
by Lemma 7.2, the topology of pointwise convergence has a countable base 
at e. Hence this topology is metrizable; cf. (3, p. 70). Thus we have 

THEOREM 7.4. The topology of pointwise convergence on T is metrizable. With 
respect to it, V is a topological group whose two-sided uniformity is complete. 
Moreover, the lattice operations of meet and join are continuous. 

THEOREM 7.5. / : X X X —» T is continuous when f is a positive signal metric. 

Proof. To avoid excessive subscripts, we shall write xy instead of fxy. Since 
the spaces involved are metrizable, it suffices to show that if xn —» x and 
yn —> y in Xf then txn yn —» txy for all t in R. 

Consider e > 0 and t in R. Since xy is continuous, there is a ô > 0 such 
that 

(t + ô)xy — e < txy < {t — b)xy + *. 

Let €i = min[e, ô]. Then, €i > 0 and 

(t + ei)xy — e < txy < (t — ei)xy + e. 

Let e2 be the smaller of txy — (t + *i)xy + e and (t — ei)xy — txy + e. Then 
€2 > 0 and 

(1) (f + ex)xy + €2 - € < txy < (t - ti)xy - e2 + e. 

Let 7\ = {t,t — €1} and T2 = {txy — € , ( / + ei)xy}. Since xn—>x and 
yn —>yy there is an integer no such that xn 6 Nx(eh Ti) and yn 6 Nx(e2, T2) 
when n > n0. Thus, when n > n^ 

tXXn Xn X < t + €1, 

\l> €\}XXfi Xfi X ' \ f, 

(txy - e)yyn yny < txy — e + ee, 

(t + ei)xyyynyny < (t + ejxy + €2; 
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and since xxn, xn x, yyn, yny > e, we obtain 

(2) tXn X < t + €i, 

(3) (/ — €l)XXn < ty 

(4) (txy - e)yn y < txy - e + e2l 

(5) (/ + n)xyyyn < (t + ejxy + e2. 

By (4) and (1), (txy - e)yny < (t - ex)xy. By (3), (/ - ex)xy < t(xxn)-
1 xy. 

Thus, 

(6) txy — e < t(xxn)~
l xy(yny)~l. 

By (2) and (5), txn xxyyyn < (t + ex)xy + e2. By (1), 

(t + tx)xy + e2 < txy + e. 
Thus, 

(7) txn xxyyyn < txy + e. 

Since xy < xxnxnynyny and since xnyn < xnxxyyyn, then from (6) and (7) 
we obtain txy — e < txn yn < txy + e when n > n0. Thus, txn yn —» txy. 

Remark. There are a number of unresolved questions about the complete­
ness of T(X,f). However, by Theorem 7.5 it is easy to prove the useful fact 
that T(X,f) is the smallest topology on X for which all maps x —*fxafax are 
continuous. 

8. Lorentz transformations. In this section some notation and pro­
perties of Lorentz transformations that will be used in the next section are 
given. 

In Cartesian 3-space Rz let x-y and \x\ be the usual inner product of x, y 
and norm of x. For v in Rz, let v* be the linear functional on R* defined by 
xv* = x-v for all x in R3, and let v*v be the linear transformation of Rd defined 
by xv*v = (x-v)v for all x in Rs. For v in Rz let 

(1) a = ( H 2 + l)* and a = l / ( a + 1). 

When subscripts are attached to ^, the corresponding subscripts will be 
attached to a and a. 

For z; in R*, an orthogonal map V: Rz -* Rz, and e = + 1 , let [vy V, e] be 
the linear transformation ot Rd X R defined bv 

( ,u T/ i / A l + caPv v*Tv Ol ( x , / ) [ , , F , , ] = (x,t)l v flJ[0 J 

for all (x, /) in R* X R. I is the identity transformation of R3 and a, a are 
given by (1). It is not difficult to see that the transformations [v, V, e] are 
precisely the Lorentz transformations of R3 X R, i.e. the linear transforma­
tions of R3 X R that leave the quadratic form |x|2 — t2 invariant. 
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The affine Lorentz group L is the group of all transformations [v, V, e, w, r] 
defined by 

(x, t)[v, V, e, w, r] = (x, t)[v, V, e] + (w, r) 

where [v, Vf e] is a Lorentz transformation and (w, r) is in R3 X R. Let L* 
be the subgroup of all [A, F, «,«;, r] with € = + 1 . 

The following lemmas are easily verified. 

LEMMA 8.1. (I + av*v)~x = I — (a/a)v*v. 

LEMMA 8.2. If [vo, Vo, e0, wo, r0] = [v, V, e, w, r]~"\ then 

Vo = —evV, Vo = F_ 1 , €0 = e, 

Wo = —wV~l(I + cw*fl) + erv, 

r0 = wV~~x'V — ear. 

LEMMA 8.3. |x(7 + av*v) — \x\ v\ = \x\ a — x-v for all x> v in Rz. 

Remark. The results of this and the next section extend with minor changes 
to the case where Rz is replaced by any real Hilbert space and the speed of 
light is not taken as unity. 

9. Relativistically related observers. Consider a system (X, £ , <j>, a) 
that consists ot non-empty sets X and E} a one-to-one map <j>i of E onto 
Rz X R for each i in X, and a map c 0 on R into the two element set {— 1, 
+ 1} for each i,j in X. Assume that # t

_ 1 <t>j G L for all i, j . 
Our interpretation is as follows (cf. the system of relativistically related 

frames of P. Suppes (7)). E is space-time. X is a collection of observers. Each 
observer i in X has a coordinate frame <£*: E —> i£3 X i? with respect to 
which i is stationary at his spatial origin. That is, the world line of i is the 
set Et = {(0, t)<j>i~l: t £ R}. Suppose i emits a light signal at his time t and 
that the signal is received by j a t / s time t. According to j's coordinate frame 
the events of emission and reception have coordinates (y, s) = (0, t)(j)fl<j)j 
and (0, ?), respectively. If the speed of light is unity, then in special relativity 
\y\ = \t — s\. Hence, t = s + \y\, that is, the signal function ftj from i to j 
has the form 

(1) tfu = s + Uru \y\, (y, s) = (0, t)4>r1 0,, 

Now, suppose that i emits a signal at a time / when E{ and £ -̂ do not 
intersect. That is, suppose (O,^)^ - 1 $ ^ « Since the event of emission does 
not occur at j , it is plausible to assume that the return time tfafa of the 
signal reflected back from j will be later than /. Thus, 

(i) tfijfji > t, when (0, t)<t>rl (L Ej. 
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I t will also be desirable to identify observers with the same world line; see 

(6; 8). So 

( I I ) Et 5* Ej when i j*j. 

When (I) and ( I I ) hold, the system (X, E, <t>, <T) will be called admissible. 
We shall show t h a t in this case / is a signal metr ic on X. Also, up to signal 
isometry and re-graduation, we shall obtain an explicit realization of the 
signal space (X,f). 

Since 4>Cl<t>j has the form [v^ Vij, e^Wf^ r i ; ] , it is directly verifiable 
t h a t y and s in (1) are given by 

(2) y = tVij Vij + Wij, s = tendit + rtj. 

Thus , 

(3) tftj = tetj dij + rtJ + t(rtJ \tVij Vtj + Wij\. 

L E M M A 9.1. Suppose that fa is continuous. Then ftj is an order automorphism 

or an order anti-automorphism of R depending on whether etj = + 1 or — 1 , 

respectively. Moreover, <Xij is continuous at every t for which 

tVij Vij + Wij 9e 0. 

Proof. Upon considering (3), the last sentence of the lemma is clearly 
t rue . T h e rest of the proof is clear when tvtj Vtj + wtj = 0 for all t. Otherwise 
there is a t most one t for which tvtj V{i + wtj = 0 and, consequently, there 
is a to such t h a t cr0- is cons tant to the left of to and cons tant to the r ight of 
/0. By (3), then, 

(tfij)/t —» tij atj ± (to =b l)(Tij \vij\ as t —-> ± ° ° . 

Th is shows tha t /* ; - is neither bounded above nor below; for if such a bound 
existed, i t would follow t h a t atj < \vij\, which is impossible. T h e proof will 
be complete if (hfij — t2fif)^ij < 0 whenever t\ < t2. If h <Tij = t2 an, then 

(hfij — t2fij)eij = (h — h)atJ ± QhVij V^ + w{j\ — \t2vtj Vij + wtj\) 

< (h - h)atj + \hVij Vij - UVij Vtj\ 

= (h - h)(aiS - \vij\) < 0. 

If h o-ij 9e t2 <Tijy then to is a point of discontinuity of o-i;-, so t h a t 

to Vij Vij + Wij = 0, 

ti < to < t2y and h (Tij = — (t2 <Tij). Hence, 

(hfij — t2fij)eij = (*i - t2)atj ± QhVij Vij + Wij\ + \t2Vij Vij + Wij\) 

= (h - t2)aij ± (\(h - to)Vij Vij\ + \(t2- t0)vij Vij\) 

= (h ~ h)ai$ =fc [(/o - *i) + (h - to)] \vtj\ 

= (*i - f e ) ( a ^ = F |v„|) < 0. 
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LEMMA 9.2. For i,j,k, in X 

(4) tfijfjk — tfik = tfftj \A\ ejk + tfij <rjk \B\ — taik \A + B\, 

(5) tftjfji — t = {tou tij + tfij 0^) \rVij Vij + Wij\ 

where 
A = y (I + ajkVjk*vjk) - tdij \y\ vJk, 

B = svjk + wjk Vjk~
l + to-ij \y\ vjk, 

T = tdij + tatj \y\ en + aijiWij-Vij Vij), 

and where y, s are given by (2). 

Proof. Let (y0, s0) = (0, t)$cx <t>k- And let (y, s) = (0, l)4>rl <t>k where 
t = tfij. Since tfijfJk = tfjk = s + hjk \y\ and since tfik = s0 + t<rik |y0|, then 

tfijfjk — tfm = s — So + tojk \y\ — torik \y0\. 

Since ^ r 1 <t>k = (0T1 4>j)(<t>rl *0> t n e n 

(yo, 50) = (o, o Or 1 0 , ) (0/-1 **) = (y, s^r1 <t>k 
and we obtain 

^0 = [y(I + CLjkVjk*Vjk) + SVjk]Vjk + Wjkj 

so = [yvJk + sajk]ejk + rjk. 

Since t = / /^ = 5 + t<rtj \y\, it follows upon computing s that 

s — So = fcr^IH ajk — y- (t(Tij)vjk]€jk. 

Applying Lemma 8.3 we obtain s — so = tvij \A\ ejk. Now it is easy to see 
that \y\ = |.51 and that \y0\ = \A + B\. Whereupon, (4) is obtained. 

To obtain (5), let k = i in (4). Since i = k, then y0 = 0. Hence B = — A 
and 

tfijfji — t = [(toij)*jt + (tfij)<rjil Ml-

Since far1 <l>j)faj~1 0 0 ^s t n e identity transformation, Lemma 8.2 shows 
that i^* = — €^v^ Vij so that ajt = atj. Whereupon it follows that 
A = rVij VtJ + w^. This yields (5). 

The following theorem answers, in one way, the question of temporal 
parity posed by P. Suppes in (7); see, also, (6). 

THEOREM 9.3. Suppose (X, E, <j>, a) is admissible. Then f is a signal metric 
on X. Moreover, <f>i~l<t>j is in L* for all i,j in X. Also tatj = 1 whenever 
tVij Vij + Wij ?* 0. 

Proof. If TVij Vij + Wij = 0 where r is given by Lemma 9.2, it follows 
that T = t. If tVij Vij + Wij = 0 for more than one ty then vtJ = wtj = 0 
and tVij Vij + wtj = 0 for all t. In this case Et C Ej* Moreover, this implies, 

https://doi.org/10.4153/CJM-1967-004-9 Published online by Cambridge University Press

file:///rVij
https://doi.org/10.4153/CJM-1967-004-9


38 WILLIAM F. DARSOW 

by Lemma 8.2, that vjt = wjt = 0. Hence tvjt V H + wjt = 0 for all t and 
Ej C Et. Thus, by (II), i = j . We have, then, tvtj Vtj + wtJ = 0 for at 
most one t when i ^ j . Moreover, TVÏ3 Vtj + wiû ^ 0 whenever 

ton Vij + *u*i$ 7e 0. 

Suppose that tvtj Vtj + wtj y* 0. By (I) tf^fa > 0 so that by Lemma 9.2 
(5), we have 

(fatten + (tfi^Vji > 0 
and, thus, 

\tVij)tij = (tfij)<rji = 1. 

It follows now that ftj is continuous. By Lemma 9.1, ftj: R —* R is onto. 
Hence, tvn = 1 for all except possibly one /. By symmetry, this holds for atj; 
thus €ij = 1 and/*; Ç T. When i = j , clearly/^- = e. 

To show the triangle inequality for / , it suffices to consider the case where 
i, j , k are all distinct. Then, except for finitely many t, 

tdij = (tfijjo-jic = taik = 1. 

Also ejk = 1. Thus, by (4), 

tfuU ~ tfi* =\A\ + \B\-\A+B\>0 

except for finitely many /. Since fijfjk — fw is continuous, the triangle in­
equality holds everywhere. 

We introduce now an explicit system (A, R3 X R,^, p) where A is in one-
to-one correspondence with R3 X R3. For i Ç A let (vt, wt) be the corre­
sponding member of R3 X R3. Let ^t = [vt, 1,1, wt, 0] Ç L*. And for i,j in 
A, let tpn = 1 for all t £ R. The induced signal function from i to j is given by 

(6) tFij = tatJ + rtJ + \tvtj Vij + wtj\ 

where [viJt VtJ, 1, wijt rtj] = ^ r 1 rf> 
We remark that A is introduced primarily to avoid complicated subscripts. 

A may be identified with R3 X R3. 

THEOREM 9.4. (A, R3 X R3, ty, p) is admissible, and, thus, F is a signal 
metric on A. 

Proof. This is left to the reader. 

THEOREM 9.5. If (X, E, <j>, or) is admissible, then within signal isometry and 
affine re-graduation (X,f) is a subspace of (A, F). 

Proof. It suffices to consider a system (X, R3 X R, <t>, <r) with 4>t in L*. Fix 
an observer o in X and let 0* = ^>o_1 <t>i *or aU i m X. Then the signal function 
ftj from i to j induced by (X, R3 X R, $, <J) is such that / = / . 

Consider such a system. Let 4>t = [viy Vu 1, wt, 0] and let ftj be the signal 
functions induced by (X, R3 X R, </>, <r). Let tOt = t — rt. Then it is easy 
to see that ftJ = Qc1 fa Oj and, thus, that / is an affine re-graduation of / . 
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Consider such a system (X, R* X R, <t>, a) with every <j>t of the form 
[vu Vu 1, Wu 0]. Let $i = [vi, I, 1, wt Vr1, 0]. By Lemma 8.2, it is straight­
forward to verify that / = / where / is the signal metric induced by 
(X,R*XR,$,<7). 

Finally it is clear that X is in one-to-one correspondence with some subset 
of A. 

Remark. Consider a, fi in L*. Let tfap = s + \y\ where (y, s) = (0, t)orl £. 
The preceding arguments have effectively shown that / is a signal semi-metric 
on L*. Let G be the subgroup of L* that leaves invariant the one-dimensional 
subspace {0} X R of R3 X R. The world line Ea, so to speak, of a in L* is 
the inverse image of {0} X R under a. Consequently Ea — E$ if and only 
if or1 jS G G. Hence / is definite on a subset X of L* if and only if no two 
distinct members of X belong to the same left coset of G in L*. Moreover, 
in this case, there is a translation re-graduation / of / such that (X,f) is 
signal isometric to a subspace of (A, F). 

Remark. From the proof of Theorem 9.5 the formula for Ftj can be readily 
obtained : 

tFtJ = tatj + rtJ + \tvtj VtJ + wtj\} 

where 

dij = di dj — Vi'Vj, 

Vij Vij = [dt — OLjiVi-Vj^Vj — Vu 

rtj = Wi-Vji Vjt, 

Wij = Wj — Wi — ai(Wi'Vi)vi + [(wi'Vi)(l — aiOLjVi'Vj) — a^Wi-v^Vj. 

F is neither symmetric nor positive. T o show this, consider vt = wt — 0 
and Vj = Wj ( T ^ O ) . 
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