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Abstract

This note generalises the necessary and sufficient conditions for one act to be dominated
by another when the two acts available to the decision maker have outcomes contingent
on discrete states of nature whose probabilities of occurrence are known only to the extent
of linear partial information. The generalisation relates to the dominance of an act by a
set of acts. The presentation is in terms of general vector dominance, of which statistical
dominance is only a particular case.

1. Introduction

In a recent paper on decision making with less than full information about the
probability distributions of outcomes from the various acts confronting a decision
maker, Kmietowicz and Pearman [4] have suggested the use of a maximum £ min
criterion: select that act which, in the face of linearly constrained information
about probabilities, maximises guaranteed expected payoff. Later in their paper,
they suggested that the criterion, together with the analogous maximum E max,
may be useful in establishing statistical dominance of one act over another?. In
particular if act i has an E min (and E max) greater than the £ max (and F
min) for act j, then i dominates j. That is, even without exact knowledge of the
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2The concept of dominance in this note relates to a decision maker with imprecise knowledge of acts.
This is in contrast to stochastic dominance (e.g. Fishburn [3]) where the imprecision concerns the
decision maker’s risk attitudes.
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probabilities, i is unambiguously preferred to j by decision makers who assess
acts on the basis of expected payoff. They state further, that if the £ min for i is
less than the E max for j, then one cannot in general state that i is preferred to j.

Both statements about dominance are correct: the former conditions are
sufficient (though not necessary) for dominance; the latter conditions are neither
sufficient nor necessary. In a subsequent paper, Kmietowicz and Pearman [5]
substantially derive necessary and sufficient conditions for one act to dominate
another.

In the remainder of this note, the necessary and sufficient conditions are
derived more directly and in a way which generalises the statistical dominance
result in two directions. First, necessary and sufficient conditions for one act to
be dominated by a set of other acts are given. Second, the statistical dominance
concept is shown to be only one application of a more general vector efficiency
concept. The generalised necessary and sufficient conditions are simple and
readily implemented.

2. Necessary and sufficient conditions

Consider the problem:

max Z,
]
where
Z,= minCX,
C
st.ACgb
C>0
where / identifies one of k acts, each defined by an n element transposed column
vector outcome [ X;,, X,,,..., X,;J'; A and b are known coefficients, and C is an

n-vector of imprecisely known coefficients. The problem setting here is more
general than that of Kmietowicz and Pearman. Theirs is an obvious particular
case in which C is a vector of probabilities.

The solution to the problem is that act which maximises the smallest C'X.
While the criterion offers security, it may lead to the wrong (with hindsight)
decision. For act i to be unambiguously preferred to j, the former’s C'X; must be
greater than C'X, for each possible C value. That is, C'(X, — X)) must be
positive. That this is sufficient for strict dominance is obvious. That it is necessary
is also clear: if C'(X, — X ;) < 0 for some C, then j is preferred to i for that C; or
if C'(X, = X,) = 0 for any C, then neither i nor j is preferred to the other for this
value of C.
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To establish dominance between a pair of acts, one can use the following linear
program:

min Z = (X, - X;)

st.AC<b
C=>0,
aind check the soiution vaiue of Z. If Z > 0, i is efficient (i.e. not dominated). If
Z > 0, j is dominated. But if Z = 0, ; is also efficient. On the other hand, if
Z < 0, jis efficient. To check if / is dominated, one must solve for the maximum
C'(X, — X)). If this is negative, i is dominated; otherwise i is also efficient.

3. Generalised dominance

When there are k acts, a generalised concept of dominance is more appropriate
than the pair-wise dominance considered above®. Thus an act i is dominated if
there is always some other preferable act for all values of C. An appropriate linear
program for determining if i/ is dominated is the maximin formulation:

maximise Z
C

st.AC<b
(X, - X,)C—Z>0forj=1,....k; j#i
C=0

If Z > 0, act i is efficient, but if Z < 0, then it is dominated. A series of no more
than k similar linear programs can be used to define the complete set of efficient
acts.

The interpretation of C as a vector of probabilities has already been noted.
Another interesting case is that where the n dimensions of X; refer to goal or
objective achievements, and C reflects the weights to be attached to these goals.
Typically in the multi-objective decision making literature (e.g. Cohon and Marks
[1] an act is said to be (Pareto) efficient if there is no other act that has a higher
X for all dimensions. The introduction of the goal weights C allows some
trade-offs between goals. With C known exactly, one can define an optimum
choice. With C known imprecisely, one may reduce the standard Pareto efficient
set only partially towards a unique optimum.

3There is a parallel concept in the literature of stochastic dominance originating in Fishburn’s concept
of convex stochastic dominance (Fishbum [3], Drynan {2]).
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