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ORTHOGONAL MATRICES WITH ZERO DIAGONAL. II 

P. DELSARTE, J. M. GOETHALS, AND J. J. SEIDEL 

1. Introduction. C-matrices appear in the literature at various places; for 
a survey, see [11]. Important for the construction of Hadamard matrices are 
the symmetric C-matrices, of order v = 2 (mod 4), and the skew C-matrices, 
of order v = 0 (mod 4). In § 2 of the present paper it is shown that there are 
essentially no other C-matrices. A more general class of matrices with zero 
diagonal is investigated, which contains the C-matrices and the matrices of 
(v, k, X)-systems on k and k + 1 in the sense of Bridges and Ryser [6]. Skew 
C-matrices are interpreted in § 3 as the adjacency matrices of a special class of 
tournaments, which we call strong tournaments. They generalize the tourna­
ments introduced by Szekeres [24] and by Reid and Brown [21]. In § 4 we 
introduce the notion of negacyclic C-matrices, analogous to the similar notion 
introduced by Berlekamp in the setting of coding theory (cf. [4, p. 211]). 
Eigenvalues of negacyclic matrices are characterized and standard forms are 
obtained. Negacyclic C-matrices are interpreted in § 5 as the matrices of a 
special class of the relative difference sets introduced by Butson [7]. Exploiting 
some results of Elliott and Butson [10], we obtain a "multiplier theorem" for 
negacyclic C-matrices, and adapting a result of [2], we show that any negacyclic 
C-matrix has a nontrivial multiplier. Necessary conditions for the existence of a 
negacyclic C-matrix of order v are obtained in § 6. The nonexistence of nega­
cyclic C-matrices of all orders v ^ 226, v ^ 1 + Ph, with p prime, has been 
verified. This leads to the conjecture that they do not exist, unless v = 1 + Pk-
Paley [19] constructed C-matrices of all orders v = 1 + pk, p prime. In § 7 it is 
shown that every Paley matrix is equivalent to a negacyclic C-matrix, a fact 
that was pointed out to us by R. Turyn (private communication). It would be 
interesting to know if there exists a negacyclic C-matrix not equivalent to a 
Paley matrix. Using the standard forms of Theorem 4.3, we take the oppor­
tunity to correct an error in Theorem 2.3 of our previous paper [11], which was 
pointed out to us by V. Belevitch. 

As for the notations, / and / denote, as usual, the unit and all-one matrices, 
and j is the all-one column vector. The matrix AT denotes the transpose of A 
and, unless otherwise specified, all vectors and matrices are of order v. 

2. C-matrices. A C-matrix of order v is a square matrix C with diagonal 
elements 0, and other elements + 1 or — 1 , satisfying 

CCT = (v - 1)1. 
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This equation is not altered if some rows and columns of C are multiplied by 
— 1. Hence C can be transformed into a matrix of the form 

o / ]. (2.1) C - L . s_ 

where j is the all-one vector of order v — 1, and 5 is a square matrix of order 
v — 1 satisfying 

(2.2) Sj = 0, SST = (v - 1)1 - J. 

Conversely, if a square matrix S of order v — 1 exists, satisfying (2.2), then the 
matrix (2.1) is a C-matrix. These matrices constitute a particular class of the 
set of square matrices M of order v, with 0 on the diagonal and + 1 or — 1 
elsewhere, satisfying 

(2.3) MMT = ml + (v - 1 - m) / , 

where m is some integer. 
We shall begin with a discussion of this matrix relation. We first observe that 

equation (2.3) is not altered if some columns of M are multiplied by — 1 . For 
given parameters v and m, multiplication on the right by a diagonal matrix A 
of diagonal elements + 1 or — 1 generates an equivalence relation on the set of 
matrices M. Accordingly, we shall say that two matrices Mi and M2, with the 
same parameters v and m, are equivalent whenever there exists a diagonal 
matrix A with diagonal elements ± 1 such that Mi = M2A. 

THEOREM 2.1. Given v and m, with m ^ v — 1, the equivalence class of matrices 
M contains a matrix B satisfying 

(2.4) BBT = BTB = ml + (v - 1 - m)J, 

Bj = BTj = 67, 

62 = (y — l)(v — m), 

5 T = (— l)(m-u^B. 

This normal matrix B is unique up to multiplication by — I. 

Proof. Since m 5̂  v — 1, the eigenvalues of MMT are m with multiplicity 
y — 1, and (v — 1) (z; — m) with multiplicity 1. The matrix MTM has the same 
eigenvalues with the same multiplicities, whence MTM — ml is a symmetric 
rational matrix of rank 1. Let us write 

MTM — ml = (v — 1 — m)xxT, 

with xT = (#1, x2, . . . , #»). Now, since M has zero on the diagonal and + 1 or 
— 1 elsewhere, all diagonal elements of MTM are v — 1, whence xt

2 = 1 for 
i = 1, 2, . . . , v. Therefore, we may write x = Aj, where A is a diagonal matrix 
of diagonal elements + 1 or — 1. It is then easily verified that the matrix B — MA 
satisfies (2.4), from which we obtain 

BBTBj = (v - l)(v - m)Bj. 
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Hence Bj is necessarily a multiple of j , since j is the only eigenvector of BBT 

associated with the eigenvalue (v — 1) (v — m). The same argument applied to 
BTj leads to the conclusion that 

Bj = BTj = &/, 

with b2 = (v — l)(v — m). It remains to be shown that BT = (— l)(m~u/2B. 
To that end, we consider the scalar product of any two distinct rows of B, 
Q>i,u bi,2, • • • , bitV) and (bJtU bjj2} . . . , &y,„) ; and we denote by n0, %\, n2, n%, 
respectively, the number of indices k for which the ordered pair (bitk, bJtk) 
equals (1, 1), (1, —1), (—1, 1), (—1, —1), respectively. Then, from the 
equations for B, we have 

n0 + ni + n2 + nz = v — 2 whence 4^0 = 2v — 3 — m + 2b — (bitJ-{- bjti) 

n0 + ni — n2 — n$ — b — bitj 4wi = m — 1 — (6z-fJ- — bJti) 

n0 — ni + n2 — nz = b — bjti 4^2 = m — 1 + (&*,y — & ,̂0 
^o — ni — n2 + ^3 = v — 1 — m, 4^3 = 2^ — 3 — m — 2b + (bifj + bjti). 

Since 5if^ =b bjfi equals 0, + 2 , or —2, we conclude that m — 1 is even, and that 
^i,; ~ ^y,î = m ~~ 1 (mod 4), which proves the formulae for B. Finally, if B± 
and B2 — B\A are two normal matrices, satisfying (2.3) and belonging to the 
same equivalence class, it readily follows that 

BrB^ = ABX
TBXA = A5i5i rA, 

whence, from (2.3), A/A = J, which is only possible for A = =bi\ This com­
pletes the proof of the theorem. 

COROLLARY 2.2. Any C-matrix of order v > 2 is equivalent, under multiplica­
tion of rows and columns by —1, to a symmetric or to a skew-symmetric C-matrix, 
according as v satisfies v = 2 (mod 4) or v = 0 (mod 4). 

Proof. Under multiplication of rows and columns by — 1 , any C-matrix can 
be transformed into a matrix C of the form (2.1), where 5 is normal and 
satisfies (2.2). It then follows from Theorem 2.1 that 5 is symmetric or skew, 
according as v = 2 (mod 4) or v = 0 (mod 4), which proves the corollary. 

Remarks, (i) For the state of affairs concerning the construction of sym­
metric and skew C-matrices, we refer to [11; 12; 15; 25]. The smallest un­
decided cases are v = 46 and v — 92, respectively. 

(ii) The cases m~vorm~v— 1 lead either to matrices S or to C-matrices. 
They exist simultaneously. For m j£ v •— 1, skew matrices B are only possible if 
6 = 0, that is, v = m = —1 (mod 4) (cf. Theorem 2.1). In all remaining cases, 
B is symmetric and satisfies 

B2 — ml = (v — 1 — m)J, Bj — bj, 

with b2 = (v — l)(v — m) > 0. The symmetric matrix A of order v, with 
elements 0 and 1, defined by B = J — I — 2A, satisfies 

A2 + A = (k - \)I + \J, AJ = kJ, 
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where k = (v — 1 — b)/2 and k — X = (m — l ) /4 . Hence 4̂ is the matrix of a 
(y, k, \)-system on k and k + 1, as denned in [6]. It can be shown that m has 
to be the square of an integer 5 (cf. [6]), and that 5 necessarily divides 16X2 — 1 
(cf. [5]). Thus, for each X, there are finitely many such systems. For the state of 
affairs concerning these systems, we refer to [5], where a (243, 22, 2)-system 
on 22 and 23 is constructed. 

3. Strong tournaments. A tournament of order v is described by the pair 
{ Vf A} of the set F of its v vertices and its adjacency matrix A, which is defined 
by its elements aXtX = 0,aXtV = —ay>x = l i f # G V dominates y G F. A special 
class of tournaments was treated in [24], under the name of extreme T2,m 

tournaments, and in [21] under the name of doubly regular tournaments. 
Instead, we propose the name of strongly regular tournaments and, in addition, 
we introduce the notion of strong tournaments, in analogy to the notions of 
strongly regular and strong graphs (cf. [22; 23]). 

Definitions, (a) A tournament of order v is strong if and only if there exists an 
integer n such that 

n(x, y) + n(y, x) = n; for all x G V, y G F, x ^ y, 

where n(x, y) denotes the number of vertices that dominate x and are domi­
nated by y. 

(b) A tournament of order v is strongly regular if and only if there exist 
integers / and m such that: (i) the number of vertices dominating each vertex 
is /, and (ii) the number of vertices dominating each pair of vertices is m. 

Obviously, a strongly regular tournament is strong, with n = 2(1 — m) — 1. 

THEOREM 3.1. (Cf. [21 ; 24].) A tournament { V, A} of order v is strongly regular 
if and only if 

AAT = vl - J. 

It is strong, but not strongly regular, if and only if A is a skew C-matrix. 

Proof. Let { V, A} be a strong tournament. From the definition it follows that, 
in the scalar product of any two distinct rows of A, two elements are 0, n 
elements are — 1 , and v — 2 — n elements are + 1 . Therefore, A satisfies 

AAT = (2n + 1)1 + (v - 2 - 2n)J. 

Since A is skew, hence normal, it follows from Theorem 2.1 that the tournament 
is strongly regular with 

Aj = aj, a2 = (v — l)(v — 1 — 2n), 

unless v = 2n + 2, in which case A is a skew C-matrix. In the former case, we 
have a = 0 since A is skew, whence v — 2n + 1, / = n, m = (n — l ) /2 . This 
proves the theorem. 
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4. Negacyclic C-matrices. Let P be the square matrix of order v, whose 

elements pifj are defined as follows: 

Pi,i+i = 1, i = 0, 1, . . . ,v - 2; 
Pv-i,o = — 1; 

pij = 0, otherwise. 
Then, P satisfies 

Pv = —I PT = —Pv~l PPT = I. 

Any square matrix A of order v, such that AP — PA, is called negacyclic. Its 
elements aith 0 S i,j ^ v — 1, satisfy 

a>i+i,j = a>ij-i,j = 1, 2 , . . . , z; — 1, 

for i = 0, 1, . . . , v — 2. Hence all elements are determined by the first row 
(a0, ai, . . . , a„_i), with at = aoti. In fact, one has 

A = a0I + atP + a2P
2 + . . . + av^Pv-K 

The set of all negacyclic matrices of order v constitutes an algebra, which is 
isomorphic to the algebra of polynomials 

(4.1) a(x) = ao + a±x + a2x
2 + . . . + av-\X

v~l, 

modulo xv + 1, over the field of coefficients at. This isomorphism maps A onto 
a(x) and AT onto a{x~l). Therefore, for a negacyclic C-matrix mapped onto 
c(x), we have 

c{x)c{x~1) = v — 1 (mod x® + 1), 

with 

(4.2) c(x) = c0 + dx + . . . + Cv-ix*-1, Co = 0, d = db 1 (i ^ 0). 

Let A be a negacyclic matrix of order z; with first row (a0, <zi, . . . , a0_i) and 
polynomial (4.1). On the other hand, let w be a complex 2^th root of unity. 
Then, it is easily verified that one has 

AQ = 12A, 

where 12 = [QtJ = (co2'+1)*; i, j = 0, 1, . . . , v - 1], and A = diag[a(cow l); 
j — 0, 1, . . . , v — 1]. Hence the eigenvalues of A are the values 

X, = a ( co 2 ^) , j = 0, 1, . . . , » - 1, 

taken by a (x) at the v distinct roots of xv + 1. We emphasize that the matrix A 
is completely determined by the ordered y-tuple (X0, Xi, . . . , \v-i) of its eigen­
values. Indeed, taking the first row in the matrix equation 

A = ÛÀQ- 1 , 
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we readily obtain 

at 
1 2 ^M -2ij 

0 , 1 , . . . , » - ! . 

We further observe that, for integers a u the eigenvalues Xy are algebraic integers 
in the cyclotomic field Q[co], and that \j = 0 (mod w) for j = 0, 1, . . . , v — 1, 
implies that vat = 0 (mod n), whence a t = 0 (modn/ (n,v)) fori = 0 , 1 , . . . ,v — 1. 
This result is a basic tool in the proof of Theorem 5.4. 

The following theorem, due to Belevitch [2], shows that the coefficients ct of 
the polynomial c(x) of a negacyclic C-matrix are not independent. 

THEOREM 4.1 (Belevitch [2]). The polynomial c(x) of a negacyclic C-matrix 
of order v satisfies 

c{xv~1) = (-iyv-v/2c(x) (mod(x» + 1)). 

Proof. Let C be a negacyclic C-matrix of order v, with polynomial (4.2). Then 
the coefficient of xj, j ^ 0, in c(x)c(x~1), mod(xp + 1), is 

v—j—l j—1 

i=l i=l 

There are v — 2 terms in the above sum, each of which is + 1 or — 1. Thus, there 
are (v — 2)/2 terms equal to — 1, and their product must be (— l)(*-2)/2e gu^- j t 

is easily seen that each cui = 1, 2, . . . , v — 1, appears twice in the product, 
except for Cj and cv-j, each of which appears once. On the other hand, j — 1 
coefficients ct appear with a minus sign. Hence the product is 

( -D*-V.-*= (-i)(-2)/2, 
from which it follows that cv-j = (—l)v/2+jCj and that 

c(xv-x) 

s (_l)^-2)/2
C(X) ( m o d ( x f + l ) ) . 

This proves the theorem. 

In order to give a better insight into negacyclic C-matrices and to correct a 
mistake in a theorem of [11], we now prove the following result. 

THEOREM 4.2. Any negacyclic C-matrix of order v = rn9 r odd, n — 2 
equivalent to a C-matrix of the form 

is 

(4.3) B = 

Bo Bt Bi . . Bn-i 
Bn-\ Bo S i • . . Bn-2 

-Bi —B<L —Bz Bo J 
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where B0, B\, . . . , Bn-\ are cyclic matrices of order r and satisfy 

B0
T = (-ir / 2-^0; 

B\-X = ( - i r / 2 + ^ x , X = 1, 2, . . . , n - 1. 

Proof. Let c(x) be the polynomial (4.2) of the given C-matrix. Since n and r 
are relatively prime, the set of integers \r + fin, \ = 0, l , . . . , w — 1, and 
JJL = Oj lj . . . j r — lj constitutes a complete system of residues modulo v = rn. 
It readily follows that c{x) can be represented in the form 

(4.4) c(x) = £ xXrbx(~xn) (mod(x* + 1)), 

or equivalently, if we set y = — xn and z = xr, by 

(4.5) b(y,z) = £ z \ ( y ) (modd(/ + 1 , / - 1)). 

Let Xr + /m = ov + £, with 0 -^ t < v. Then the coefficient of y* in &x(;y) is 
given by 

(4.6) bK, = (-l)'+"ct. 

Defining B\ as the cyclic matrix with first row (&x,o, &x,i, . . • , bx,r-i), we 
observe that the element in row ar + 0 and column Yr + <5 of the matrix (4.3) 
is given by the coefficient of 3>5s7 in the polynomial 

y02?b(y, z) (modd (yr - I, zn + 1)), 

which, according to (4.4), is congruent to 

(-iyxar+$nc(x) (mod(tf*+ 1)). 

Since, on the other hand, the element in row i and column j of the matrix C is 
given by the coefficient of xj in the polynomial 

x*c(x) (modC*' + 1 ) ) , 

it easily follows from (4.6) that the matrices B and C are equivalent under 
permutation and multiplication by — 1 of rows and columns. 

Finally, by Theorem 4.1, one has c (or1) = ( - 1 ) < ^ 2 > / 2 C ( - # ) (mod (:*;*+ 1)), 
whence 

fcCr1,*-1) = (-iyn-2)/2b(y, -z) (modd(s* + l,yr - 1)). 

Losing (4.5), one obtains 

b0(y-l) = (-\yn-2)!2h^y) ( m o d (yr _ 1))> 

6n_x(y-i) = ( - l ) n / 2 + x6 x (y) (mod(yr - 1)), 

for X = 1, 2, . . . , n — 1. This completes the proof of the theorem. 

By specialization of Theorem 4.2 for n = 2 and n = 4, respectively, we have 
the following results. 

https://doi.org/10.4153/CJM-1971-091-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1971-091-x


ORTHOGONAL MATRICES 823 

THEOREM 4.3. (i) Any negacyclic C-matrix of order v = 2 (mod 4) is equivalent 
to a C-matrix of the form 

B = l-B1 BA' 
where B0 and Bi are symmetric cyclic matrices of order v/2 and 

(4.7) v - 1 = po2 + PI2, BXJ = px/, X = 0, 1. 

(ii) Any negacyclic C-matrix of order v = 4 (mod 8) w equivalent to a C-matrix 
of the form 

Bo B\ B<i —B\ 
-n _ \ B\ Bo Bi B<i 

—Bi B\ Bo B\ 
V.— B\ —B2 B\ Bo J 

where Bo, Bi and B2 are cyclic matrices of order u/4, B2 is symmetric, B0 is skew 
and 

(4.8) v - 1 = 2Pl
2 + p2

2, BXJ = PxJ, X = 1, 2. 

Proof. Application of Theorem 4.2 yields the standard form. The necessary 
conditions for the order v follow from 

BBTJ = (v - 1)7. 

5. Negacyclic C-matrices, relative difference sets and multipliers. The 
concept of a relative difference set was first introduced in [7] and later extended 
in [10]. It is defined as follows. Let G be a finite additive group of order sv and H 
any normal subgroup of G, of order 5. Then a set D oik distinct elements of G, 

is called a difference set relative to H in G if, among the k(k — 1) differences 
gi — gjA ^ h 1 = hj = k, each element of the difference G\H occurs exactly X 
times and no element of i f occurs. We shall make use of the notation (s; v, k, X) 
for such a relative difference set (R.D.S.). 

An obvious necessary condition for the existence of a (s; v, k, X) R.D.S. is 

k{k - 1) = \s(v - 1). 

It is also clear from the definition that any two distinct elements of D belong to 
distinct cosets of G with respect to H, since otherwise their difference is an 
element of H. Hence v ^ k ^ Xs and the homomorphic image of D, under the 
natural homomorphism which maps G onto the factor group G/H, is an ordinary 
(v, k, \s) difference set in G/H. 

From now on, we assume that G is the additive cyclic group of integers 
modulo sv, in which case D is called a cyclic relative difference set. It easily follows 
from the definition that the formal polynomial 

d(x) = £ x° 
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satisfies 

(5.1) d{x)d{%-1) = k + Xjs(x
v)[jv(x) - 1] (mod(xs* - 1)), 

where 

(5.2) jn(x) = 1 + x + x2 + . . . + xn~\ 

We also observe that, when reduced mod(xp — 1), (5.1) becomes 

(5.3) d(x)d(x~1) = (k - \s) + Xsjv(x) (mod(x* - 1)), 

which is a well-known property of an ordinary cyclic (z/, k, \s) difference set. 
On the other hand, for co a primitive complex sth root of unity, we have 
js(co) = 0, whence (5.1) reduces to 

(5.4) d(x)d(x~1) = k (mod(x» - c o ) ) . 

THEOREM 5.1. There exists a negacyclic C-matrix of order v if and only if there 
exists a cyclic (2;v,v — 1, (v — 2)/2) relative difference set. 

Proof. Let D be a (2;v,v — 1, (v — 2)/2) cyclic R.D.S. with polynomial 
d(x). Then, (5.4) with co = — 1 yields 

(5.5) d(x)d(x~1) = v - 1 (mod(x* + 1 ) ) , 

and (5.3) yields 

(5.6) d(x)d(x~1) = 1 + (v - 2)jv{x) (mod(xp - 1)). 

Since d{x) has coefficients 0 or 1 mod(x2P — 1), it follows that the coefficients 
are 0, + 1 or —1 mod(xp + 1 ) - Since there are k = v — 1 nonzero coefficients, 
only one, dt say, is zero. Hence x~id(x), which still satisfies (5.5), is of the form 
(4.2) and corresponds to a negacyclic C-matrix. Conversely, let c(x) be the 
polynomial (4.2) of a negacyclic C-matrix and let us write 

c(x) = Ci(x) — c2(x), 

where all coefficients in c±(x) and c2(x) are 0 or 1. Then, d(x) = c±(x) + xvC2(x) 
satisfies 

d{x) = c(x) (mod(xp + 1 ) ) , 

and 

d(x) = Ci(x) + c2(x) 

= jv(x) — 1 (mod(xp — 1)). 

It easily follows that d(x) satisfies (5.5) and (5.6), whence 

d(x)d(x-') s v - 1 + ^ ^ p (1 + xv)[jv(x) - 1] (mod(x2p - 1)), 

which proves the theorem. 
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The concept of a multiplier was introduced in [13] for ordinary difference sets 
and later applied to R.D.S. in [10]. For cyclic R.D.S., it can be defined as 
follows. The integer /, (t, sv) = 1, is called a multiplier of the cyclic (s\ v, k, X) 
relative difference set D with polynomial d(x) if 

d(xl) = xld(x) (mod(xs* - 1)), 

for an integer i. It easily follows from the definition that the set of multipliers 
of a given cyclic R.D.S. forms a group under multiplication mod sv. 

THEOREM 5.2. Let C be a negacyclic C-matrix of order v with polynomial c(x) 
and let D be the associated cyclic (2; v, v — 1, (v — 2)/2) R.D.S. Then the integer t, 
with (t, 2v) = 1, is a multiplier of D if and only if 

c(xl) = (-lyt-u^cix) (mod(x c + 1)). 

Proof. Let us define d(x) as in Theorem 5.1, that is, 

(5.7) d(x) = c{x) (mod(xp + 1 ) ) , 

and 

d(x) = jv{
x) ~~ 1 (mod(xp — 1)), 

and let t be a multiplier of D. Then, necessarily, (t, 2v) = 1 and (5.7) yields 

(5.8) c{xl) = xlc{x) (mod^5 + 1 ) ) , 

and 

(5.9) jv{xl) - 1 s xl(jv{x) - 1) (mod(xc - 1)). 

Since jv(x
l) = jv(x) (mod(xv — 1)), it follows from (5.9) that i = 0 (mod v)\ 

whence, from (5.8), 

c(x*) = ±c(x) (mod(xp + 1)). 

The sign is then uniquely determined from the fact that the coefficient of xv/2 

in c(x) is non-zero, while 

xtv/2 = xv(t-l)l2xv/2 = (_!)(*-!)/2XW2 ( m o d fyv + 1 ) ) > 

Hence we have 

(5.10) c(xl) s (-l)c«-«'*c(x) (mod(xD+ 1)). 

Conversely, with d(x) defined by (5.7) and assuming that (5.10) holds, we 
readily obtain 

d{xl) = x'W*d(x) (mod(x20 - 1)), 

hence proving that H s a multiplier of D. 

We shall say that t is a multiplier of the negacyclic C-matrix whenever (5.10) 
holds. Accordingly, Theorem 4.1 can be restated as follows. 
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THEOREM 5.3. The integer v — 1 is a multiplier of any negacyclic C-matrix 
of order v. 

Using methods of Mann (cf. [18, Chapter 7]), Elliott and Butson were 
able to extend Hall's multiplier theorem to relative difference sets (cf. [10, 
Theorem 7.1]). A slight variation of the latter yields the following multiplier 
theorem for negacyclic C-matrices. 

THEOREM 5.4. Let there exist, for all prime divisors pi of'v — 1, suitably chosen 
exponents fi and multipliers tt of a negacyclic C-matrix of order v such that 

tip/1 = /(mod 2v), 

where t is a fixed integer. Then t andpt
fi are multipliers of the negacyclic C-matrix. 

The proof proceeds along the same lines as in [10, Theorem 7.1] and will be 
omitted. We immediately get two important corollaries. 

COROLLARY 5.5. Ifv — l=pk, where p is a prime, then p is a multiplier of any 
negacyclic C-matrix of order v. 

Proof. This is immediate from Theorem 5.4. 

COROLLARY 5.6. If v — 1 = plqj, where p and a are distinct primes, then pl 

and qj are multipliers of any negacyclic C-matrix of order v. 

Proof. Let k be the order of q mod 2v. Then, multiplying both members of 
v — 1 = piqj by qk~j, we obtain 

(v - l)qk~j = pl (mod2z/). 

The result then follows from Theorems 5.3 and 5.4. 

Remark. We observe that, for v — 1 = pk or v — 1 = pq, p and q primes, all 
divisors of v — 1 are multipliers for any negacyclic C-matrix of order v. In 
trying to prove that this property holds generally, we encountered difficulties 
similar to those arising in Hall's multiplier theorem (cf. [15, Theorem 11.4.1]). 
It is rather easy to show that, for v — 1 = pkn, with (n, p) = 1, we have 

c(xp)c(x~l) = pkm(x) ( m o d ^ + 1 ) ) , 

where mix) has integer coefficients and 

m(x)m(x~1) = n2 (mod(xw + 1 ) ) . 

But, unless n = 1, the latter equation does not imply that m{x) = nxl 

(mod (xv + 1)), from which it would follow that p is a multiplier. For example, 
for n = 3 and v = 0 (mod 4), the polynomial 

m(x) = 1 + 2xv,A + 2x3v/4 

satisfies m(x)m(x~1) = 9 (mod(xp + 1 ) ) . 
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6. Necessary conditions for the existence of negacyclic C-matrices. 
The following theorem is an application to negacyclic C-matrices of [10, 
Theorem 8.1], which itself is a generalization of [18, Theorem 7.2]. We shall not 
repeat the proof. 

THEOREM 6.1. Let p he any prime divisor ofv — 1 and let d be any odd divisor 
of v. Let further t be a multiplier of a negacyclic C-matrix of order v, such that 

tpf = - 1 (mod(2v/d)), 

for some integer f. Then v — 1 must be exactly divisible by an even power of 
p, p2h say, and 

c{x) = 0 (modd^ , (xv/d + 1 ) ) . 

As a consequence of Theorem 6.1, we obtain the necessary conditions of 
Theorem 6.2. 

THEOREM 6.2. Let v = 2wr, where r is an odd integer, and let there exist a 
negacyclic C-matrix of order v. Then any prime p dividing the square-free part 
of v — 1 must satisfy 

p = l0Tp = 2m-l (mod 2m+1). 

Proof. If p = —1 (mod 2m+1), it follows from Theorem 6.1, with t = 1 and 
d = r, that p divides v — 1 to an even power, which is a contradiction. From 
now on, let us assume that m ^ 2 and p ^ — 1 , + 1 or 2m — 1 (mod 2W+1). 
We shall then show that there exists an integer / ^ 1 such that 

p*1-1 = 2w + l(mod2m+1). 

Indeed, let k, necessarily of the form k = 2\ I ^ 1, be the order of p mod 2m+1 

and let 
^ " 1 ^ a ( m o d 2 m + 1 ) . 

Then a2 = 1 (mod 2m+1), where a is odd. Let us write a = 2i + 1. It then 
follows that 

i(i+ 1) = 0 (mod2m-1), 

whence i = 0, or i + 1 = 0 (mod 2m~1). H i = 0 (mod 2m~1), then a = 2m + 1 
(mod 2m+1), which was to be shown. If i + 1 = 0 (mod 2W_1), then a = — 1 
(mod 2m), whence 

p*~l= - l ( m o d 2 w ) , 

which is possible only for / = 1, p = —1 (mod 2m), and contradicts our 
assumption. Therefore, there exists an integer/ = 2l~l such that 

pf = 2m + 1 (mod2m+1), 

whence 

(v - l)pf s - 1 (mod2w+1). 
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Applying now Theorem 6.1, with t = v — 1 and d = r, we are led to a contra­
diction. This proves the theorem. 

We add some comments. 
(1) For m = 1, that is, v = 2 (mod 4), Theorem 6.2 says that the square-

free part of v — 1 is divisible only by primes of the form p = 1 (mod 4), which 
is equivalent to v — 1 = a2 + b2, a and b integers. This is known to be a necessary 
condition for the existence of any (not necessarily negacyclic) C-matrix of order 
v (cf. [3; 11; 17; 20]). 

For m = 2, that is v = 4 (mod 8), these conditions state that the square-free 
part of v — 1 is divisible only by primes p of the form p = 1 (mod 8) or >̂ = 3 
(mod8), which is equivalent to v — 1 = a2 + 2&2, a and 5 integers. This 
excludes, for example, 36 as an order for a negacyclic C-matrix. Note, however, 
that there does exist a C-matrix of that order (cf. [12]). Thus, for m ^ 2, the 
conditions of Theorem 6.2 are more severe than the conditions for the existence 
of any C-matrix of order v. For instance, orders v = 16, 36, 40, 56, 64, 88, 92, 96, 
for v S 100, are excluded by Theorem 6.2, although the first undecided case for 
the existence of a C-matrix of order v = 0 (mod 4) is v = 92. 

For m = 1, 2, we point out that the numbers a and b appearing above in the 
decomposition of v — 1 into a sum of squares, are related to the standard forms 
of Theorem 4.3 (cf. equations (4.7) and (4.8)). 

(2) For v — 1 = q = pk, wThere p is a prime, the conditions of Theorems 6.1 
and 6.2 are always satisfied. On the other hand, the existence of a cyclic 
(2; q + 1, q, (q — l ) /2) R.D.S. is assured by a construction of Elliott and 
Butson (cf. [10, Corollary 5.1.1]), and this implies the existence of a negacyclic 
C-matrix of order v = 1 + pk (cf. Theorem 5.1). It can be shown that the 
construction of Elliott and Butson leads to a C-matrix equivalent to the Paley 
matrix of order v = 1 + pk, which can always be put into a negacyclic form, as 
we shall show in the next section. 

(3) For the remaining orders, no complete answer is known. We announce 
the following theorem. 

THEOREM 6.3. No negacyclic C-matrix exists of an order v, with v S 226, 
v 7^ 1 + pkj p prime. 

The proof is based on the existence of multipliers assured by Corollary 5.7 
and uses some manipulations involving the standard form of Theorem 4.2. It is 
not reproduced here because of the ad hoc character of the theorem. Trying to 
remove the condition v ^ 226, we are led to the following questions. 

(i) Do there exist negacyclic C-matrices of order v ^ 1 + pk, p prime? 
(ii) Do there exist negacyclic C-matrices of order v = 1 + pk that are not 

equivalent to Paley matrices? 
We conjecture that at least question (i) has a negative answer. 

7. Paley mat r i ces . Paley [19] constructed C-matrices of order v = q + 1, 
with q = pk, p an odd prime, by use of the Legendre symbol x of the Galois 
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field GF(q). A variation of this construction (cf. [11]) readily leads to a 
negacyclic form for the Paley matrices. This was pointed out to us by Turyn in 
private communication. Here, this result is obtained as a corollary to a theorem 
involving the automorphism group of a Paley matrix. We make use of the 
equivalence relation on the set of all C-matrices of order v, which is generated by 
the following operations: multiplication by —1 of any row; multiplication by 
— 1 of any column; and simultaneous interchange of any two rows and of the 
corresponding columns. These operations generate the group of all generalized 
permutations of degree v. 

Let X be any set of q + 1 pairwise independent vectors of F (2, q), the 
2-dimensional vector space over GF(q). The Paley matrix associated with X is 
defined by 

Cx = [ x d e t ( ^ ) ; ^ e XI 

where x is the Legendre symbol of GF(q) and where det(£, 77) is the determinant 
of the vectors £ and rj over GF(g). All Paley matrices Cx of order q + 1 are 
easily shown to be equivalent (cf. [11]). 

It is well known (cf., for instance, [8, p. 272]) that the set of substitutions of 
the form 

(7.1) £->É' = ^ \ 0Si<k, 

where A is a nonsingular square matrix of order 2 over GF(g) and where P is 
the vector whose components are the pth powers of the components of f, acts 
as a triply transitive permutation group of order kq(q2 — 1) on the q + 1 
elements of a set X. The permutation associated with (7.1) maps £ onto <5 '̂, 
where 5% is the unique element of GF(q) such that ô£' belongs to X when £ 
belongs to X. This group is usually denoted by PTL2(q) (cf. [9, p. 31]). 

The following theorem is a slight generalization of a result due to Hall [14]. 

THEOREM 7.1. The group PrL2(g) induced by the substitutions (7.1), acting as 
a generalized permutation group on the rows and columns of a Paley matrix Cx, 
transforms Cx into Cx or — CXl according as det(A) is a square or a non-square 
in GF(g). 

Proof. Since the permutation on X associated with (7.1) maps £ onto ô^A^pi 

and since in G¥(q) 

det(É'V) = [det(|, v)f, 

we readily deduce that 

QCXQ-X = [x(Pùx(à,)xdet(A)xdet(£,7,);Z,r, G X], 

where Q is the permutation matrix associated with (7.1). Hence, defining the 
diagonal matrix A by 

A = d i a g [ x f o ) ; £ e * ] , 
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we obtain 

(7.2) (àQ)Cx(AQ)-i = eACXl 

where eA = %det(^4) = d=l. This proves the theorem. 

Remark. Theorem 7.1 shows that the group of generalized permutations 
induced by the set of substitutions (7.1) with determinant 1, acting on the 
rows and columns of Cx, is contained in the automorphism group Tx of the 
Paley matrix. From a theorem of [16] (cf. also [1]), it can be shown that, for 
q = — 1 (mod 4), TX/{I, —I) contains no other operation. In that case, 
HX = Cx + / is a skew Hadamard matrix, called Paley Hadamard matrix, 
whose automorphism group Tx obviously contains Tx as a subgroup. Quite 
surprisingly, Kantor [16] proved in fact that Tx' = Tx for q = —1 (mod 4), 
q ^ 19. For q = 11, TX'/{I, -1} is the Mathieu group M12 (cf. [14]). 

COROLLARY 7.2. Any Paley matrix is equivalent to a negacyclic C-matrix. 

Proof. Let A be the matrix of the trinomial 

z1 - (e + ea)z + eQ+1, 

where e is a primitive element in an extension field GF(q2) of GF(g). Then, 
AQ+1 = colj where oo = eQ+1 is a primitive root in GF(q) and the vectors 

fi = A%>3 = 0, 1, . . . , g , 

are pairwise independent over GF(#) whenever £0 is a nonzero vector. Taking 
X = {£o, £i, . . . , £ff}, we consider the substitution (7.1), with i = 0. It clearly 
acts as a cyclic permutation on X so Q and A, defined in Theorem 7.1, are in this 
case 

Q = circ(0, 1,0, . . . , 0 ) , 
A = diag(l, 1, . . . , 1 , - 1 ) . 

It is easily seen that P = AQ is in fact the generalized negacyclic permutation 
matrix introduced in § 4. Equation (7.2) becomes 

PCXP^= -Cx, 

since det(A) = œ is a non-square. Finally, defining T = d i a g ( 1 , - 1 , 1 , - 1 , . . . ) , 
one has TP = —PT so the matrix C = TCX satisfies PCP"1 = C and, there­
fore, is a negacyclic C-matrix equivalent to Cx. 

Remark. The polynomial c(x) of the negacyclic Paley C-matrix is 
Q 

c(x) = X) xdet(to,A'èo)xj. 

It can be shown that the substitution x —* xp(mod(xQ+1 + 1)) in the poly­
nomial c{x) corresponds to a generalized permutation on the rows and columns 
of C, which in fact belongs to the group PrL 2 fe) . This is in agreement with 
Corollary 5.5, in which it is shown that p is a multiplier of C. 
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Finally, we correct an error in [11]. As was pointed out to us by Belevitch, 
[11, Theorem 2.3] is valid only if q + 1 = 2 (mod 4). For q + 1 = 0 (mod 4), 
the proof breaks down. Indeed, referring to [11, p. 1004], we observe that in 
this case the q + 1 vectors 

x, v(x), v2(x), . . . , v(a~1)/2(x); w(x), vw(x), v2w(x), . . . , v^q~1)l2w{x) 

do not represent the q + 1 points of PG(1, q), since we have 

vu+»/*(x) = -e~a-lw{x). 

The correct statement of [11, Theorem 2.3] is as follows. 

THEOREM 7.3. The equivalence class of Paley matrices of order q + 1 = 2 
(mod 4) contains a member of the form 

p B] 
LB -A J ' 

with square symmetric cyclic submatrices A and B. 
The proof of [11] is valid. A second proof is obtained by application of 

Corollary 7.2 and Theorem 4.3 of the present paper. Theorem 4.2 provides a 
contribution to what is happening for q + 1 = 0 (mod 4). 
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