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REAL SUBSPACES OF A QUATERNION VECTOR SPACE 

VLASTIMIL DLAB AND CLAUS MICHAEL RINGEL 

1. I n t r o d u c t i o n . If UR is a real subspace of a finite dimensional vector 
space VQ over the field C of complex numbers , then there exists a basis 
{e\, . . . , en} of VQ such t h a t 

U=® (UKeJC), 
t=i 

where U C\ etC is either 0, etK, or etC. Thus , there are only three indecompos­
able types ( [ / , V) of complex vector spaces F endowed with a real subspace U, 
namely (0, C ) , (R, C) and (C, C) ; every pair (U, V) is the direct sum of copies 
of these types [2]. The classification problem of the right vector spaces over the 
division ring I I of the quaternions endowed with a complex subspace, has a 
similar solution: the only indecomposable pairs are (0, H H ) , (Cc, H H ) and 
( H c , H H ) , and every other pair is the direct sum of copies of these types. 

T h e problem of classifying the H-vector spaces with a real subspace is more 
involved. In fact, there is an infinite number of indecomposable pairs, some of 
which belong to continuous families; the la t ter are indexed by a set of quater­
nions in a way similar to indexing of indecomposable endomorphisms of a fixed 
complex vector space by the complex eigenvalues. T h e discrete indecomposable 
pairs are characterized, up to an isomorphism, by their dimension type . T h e 
dimension type of the pair (UR, F H ) is, by definition, the pair of natural 
numbers (dim c7R, dim F H ) , which we briefly denote by dim(U, V). 

T o be more specific, we wan t to consider pairs ( £ / R , F n ) , where Vu is a r ight 
H-vector space and £/R is an R-subspace of the real vector space 
F R ( ^ V\\ 0 H H R ) . Given two pairs (U, V) and (£/ ' , F')> a mapping 

a : (U, V) —> (U;, V) is an H-linear transformation a : V\\ —> F ' H such t ha t 
« (£ / )<= Ur. An isomorphism is a mapping which has an inverse. Equivalent ly , 
an isomorphism is a bijective H-linear t ransformation a : V\\ —* V'u such 
tha t a(U) = U'. A pair ( [ / , F) is the direct sum of (Uu Vx) and (U2, F2) if 
U = Ui © JJi and V = V\ © F 2 ; (U, V) is decomposable if there is such a 
decomposition with V\ ^ 0 and F 2 ^ 0. Thus , (U, V) is decomposable if and 
only if there are non-zero H-subspaces V\ and F 2 of F such t h a t V = Vi © F 2 

and u = (ur\ Vi) © (ur\ F2). 
We are going to introduce certain pairs (UR, Vu) which will turn out to be 

representat ives of the different isomorphism classes of indecomposable pairs. 

Received July 8, 1977. This research was carried out during the stay of the first author at the 
Universitât Bonn. It was also supported in part by the National Research Council of Canada 
(Grant A-7257). 

1228 

https://doi.org/10.4153/CJM-1978-102-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1978-102-6


REAL SUBSPACES 1229 

In all cases, F H will be an ^-dimensional H-vector space with a fixed basis 
{ely . . . , en], n ^ 1. We denote by {1, i, j , k} the s tandard basis of H over R. 

A in) is defined for all odd n, say n = 2m — 1, m ^ 1. The subspace U is 
generated over R by the elements 

et, 1 è t ^ m — 1 and w + 1 ^ £ ^ 2m — 1, 

e^ + e«+ij, 1 ^ / ^ m - 1, 

^ + <Wi^\ and 

et-ij + e^', w — 2 ^ ^ 2w - 1. 

The dimension type i sd in i i4(w) = (2w — 2, n) = (4m — 4, 2m — 1). Note 

t ha t 4 ( 1 ) tt (0, H „ ) . 
We may illustrate A(2m — 1) in the following way: 

s / / S s \ \ % \ 

s A / / / 
/ 

\ \ \ \ 

W/, WA WA / if ft f§ H 
Here, the small squares should be considered as the elements / of a sui table 
R-basis of T, or as the corresponding one-dimensional R-subspace / R of 
V: In the bot tom row, we have from left to right <?iR, e2R, e^R, . • . , em-iR> 
emR, em+1R, . . . , e2m_3R, e2m-2R, ^2m-iR; m the second row, CiiR, . . . eJR, . . , 
e2m-iiR', iri the third row, Ci jR, . . . , emjR,.. , £2w_ijR; and finally, in the top row, 
ei&R, . . . , emkR, . . . , e2m-ikR. In particular, the subspaces corresponding to 
a single column generate a one-dimensional H-subspace. Now, the shaded 
area indicates those subspaces fR which are contained in U, and the diagonal 
connecting the squares fR and / ' R indicates t h a t / + f belongs to U, but tha t 
neither / nor f belongs to U. 

B(n) is defined for all n ^ 1. The subspace U is generated over R by the 
elements 

tu 1 = ^ = n> a n d 

eti + et+ij, 1 ^ t S n — 1. 

T h e dimension type is dim B(n) = (2n — 1, n). Note t ha t B ( l ) tt ( R R , H H ) 
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1230 V. DLAB AND C. M. RINGEL 

and that B(n) may be illustrated (as above) by: 

/ / _ , / . . _ / / / 

/ / v / / / 

In m ft m m m C(n, h) is defined for all n ^ 1 and all h G H\R. If h (2 R + i R, Z7R is 
generated by 

et, 1 ^ t ^ n, 

eih, and 

et-\i + eth, 2 ^ t ^ n. 

If ft G (R + i R) \R , UR is generated by 

et, I ^ t ^ n, 

eih, and 

et-ij + eth, 2 ^ t ^ n . 

The dimension type is dim C(n, h) = (2n, n). For n = 1, we get C( l , ft) = 
(R + feR, H„) . Obviously, C( l , A) ^ C(l , A') if and only if hf = fer + s for 
some r G R* = R\{0} and some 5 G R. The projective space P ( H / R ) is, by 
definition, the set of equivalence classes feR* + R with h G H\R. Thus, 
C(l , h) tt C(l , /z') if and only if h and h' determine the same element in 
P ( H / R ) . Denote by P a fixed set of representatives of these equivalence 
classes (for example, we may take 

p = [ia +jb + k\a,b G R ) U {ia + j\a Ç R) W {i}). 

C(n, h) can be illustrated (as above) by: 
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D(n) is defined for all n ^ 1. The subspace £/R is generated by 

eti + d+ij, 1 ^ t ^ n — 1, and 
eni. 

The dimension type is dim D(n) = (2n + 1, n). Note that 

D( l ) « (R + i R + j R , HH) 

and that D(^) may be illustrated (as above) by: 

7! V\ v_ V 
7 

V V 

E(n) is defined for all odd n, say n — 2m — 1, m ^ 1. If m = 1, the sub-
space UR is, by definition, generated by ely di, e\j and e\k\ thus E( l ) œ 
(HR, HR) . If m ^ 2, the subspace UR is generated by 

e*, 1 Û t ^ 2m - 1, 

exi, emj, e2m-ii, 

etj + et+ii, 1 ^ t ^ m — 1, 

emk + em+ij, and 
et-\i + etj,m-\-2i^tS 2m — 1. 

The dimension type of E(n) is dim E(n) = (2n — 2, w) = (4m, 2m — 1). 
£(2m — 1) may be illustrated (as above) by: 

N 
\ZA -m ~7\ 

V •A 
V, 
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THEOREM. The pairs A (2m - 1), B(n), C(n, h)} D(n), E(2m - 1) with 
m = 1, n = 1 and h £ PJorm a complete set of indecomposable pairs (?7R, VU) ; 
they are pairwise nonisomorphic and any indecomposable pair is isomorphic to 
one of them. Every pair is a direct sum of the indecomposable pairs A(2m — 1), 
B(n), C(n, h), D(n), E(2m — 1), and such a decomposition is unique {up to 
isomorphism). 

Let us remark that, in particular, the pairs C(n, h) and C(n, h') with h, 
h' £ H \ R are isomorphic if and only if h and h' determine the same element of 
the projective space P ( H / R ) . 

The statement of the theorem can be easily reformulated in terms of ma­
trices. Indeed, a real r-dimensional subspace UR of a quaternion ^-dimensional 
vector space Vu can be described, with respect to a choice of bases in £/R and 
T"ii, by a real 4n X r matr ixs/: each of the r basis vectors of UR is a real com­
bination of the 4n basis vectors v ® h with h = 1, i, j or k, of the real space 
Vu ® RHR. In this way, we can present the pairs A(n) — E(n) as indecom­
posable real 4n X r matrices. Thus, for example, one can find easily that 
C(n, h) will correspond to the 4n X 2n (n = 1, 2, . . .) matrix 

A ^ 0 . . 0 0 
0 <?n &* . . 0 0 
0 0 0 . . s\ & 
0 0 0 . . 0 s 

/here 

"1 0 

<*% = 
0 
0 

a 
b 

_0 c_ 

~0 0 
0 s 
0 t 

_0 0_ 

and ^ h = 

with h = ici + jb + kc subject to the condition c = 1, or c = 0 and b = 1 
(in which case 5 = 1, t = 0), or c = b = 0 and a = 1 (in which case 5 = 0 , 
; = i ) . 

2. Homological and geometrical properties. It is perhaps of interest to 
provide more information on the different types of indecomposable pairs. 

(1) Endomorphism rings. The endomorphism ring of the pairs A(2m — 1) 
and E(2m — 1) is always H, the endomorphism ring of the pairs B(n) and 
D(n) is R and the endomorphism ring of C(n, h) is C [%]/ (xn). 

(2) Homomorphism. The dimensions of the real vector spaces Horn (X, Y), 
where X and F a r e indecomposable pairs, are listed in the following table. In 
the case that the entry in the table is negative, the respective Horn (X, Y) 
is zero. The symbol ôgh is defined for g, h G H\R : ôgh = 1 if g and h determine 
the same element of P ( H / R ) and 8gh = 0 otherwise. 
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^ ^ 

x^\. A(2p- - 1 ) B(q) Cfo, g) l>(î) E(2£ - 1) 

A(2m - 1) S(p- - m) + 4 4 ( ? - m) + 4 4q 4 (q + w) — 4 8(p + m) - 12 
B(n) *(P- n) 2 ( 2 - «) + 1 2q 2(q + n) - 1 4 (£ + n) - 4 
C(n, h) 0 0 2ôgh 

min (g, n) 
2n 4n 

D{n) 0 0 0 2 (n - q) + 1 4 (n - p) + 4 
E(2m - 1) 0 0 0 4 (w — g) 8 (m - £) + 4 

(3) Extensions. As a consequence of the preceding table, one can also deter­
mine the dimension of the real vector space Ext 1 (X, Y) using the formula [8] 

dimR Ext 1 (X, Y) = dimR Horn (X, Y) — xiyi — 4x2^2 + 4xi^2, 

where dim X = (xi, x2) and dim Y = ( j i , y2). These dimensions are listed in 
the following table. 

\ Y 
X ^ ^ A(2p - 1) B{q) Cfe g) D(q) E(2p - 1) 

A (2m - 1) 8 (m - p) -- 4 4 (m — q) — 4 0 0 0 
B(n) 4 in - p) 2 (» - g) - 1 0 0 0 
C(n, h) 4?i 2w 2 5ffa 

min (q, n) 
0 0 

D(n) 4 (« + />) 2 (« + g) + 1 2q 2 ( 2 - w) -- 1 4 (p - n) - 4 
E{2m - 1) 8 (m + p) -- 4 4 (w + g) 4q 4 ( 2 - m) 8 (p - m) - 4 

(4) Threefold homologuai behaviour. The above tables indicate t ha t the inde­
composable pairs can be divided into three classes: 

(a) the class consisting of all A (2m — 1) and B(n), 
(b) the class consisting of all D(n) and E (2m — 1), and 
(c) the class containing all C (n, h). 

Every pair which is a direct sum of copies of the various A (2m — 1) and B(n) 
will be called pre-projective. Also, a pair will be called pre-injective if it is a direct 
sum of copies of the various D(n) and E (2m — 1). 

The rationale for this terminology stems from the following fact. Our 
category S^ of all pairs (UR, F H ) is a subcategory of the category JJf ( R H H ) 
of all triples (UR, F H , <p), where <p : UR —> VR is an arbi t rary real linear t rans­
formation ( that is not necessarily an embedding as in 5^) which is an abelian 
category containing, besides the indecomposable objects of j ^ 7 , only one addi­
tional indecomposable object D (0) = (RR , 0, <p), where <p is the zero t rans­
formation. In «if ( R H H ) , the direct sums of copies of ^4(1) and B ( l ) are pro­
jective and the other A (2m — 1) and B(n) have similar properties; a l so ,D (0) 
and £ ( 1 ) are the indecomposable injective objects and the other D (n) and 
E (2m — 1) behave similarly (cf. Proposition C) . 

Finally, the direct sums of copies of the various C(n, h) are called regular. 
The regular pairs form an abelian exact subcategory which is uniserial [5; 8]. 
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(5) Threefold geometrical behaviour. Here, we want to summarize some of 
the geometrical features of the pairs (UR, FH) . By the geometry of (UR, Vu), 
we understand the mutual position of the real subspaces U h with 0 ^ h £ H 
of Vu. We may again observe three patterns of behaviour: 

Given a pair (UR, F H ) , the following properties are equivalent: 
(i) (U, V) is pre-projective. 

(ii) For any one-dimensional subspace IFH of FH, dim ( J / P W)R ^ 1. 
(iii) For any h £ H\R, U P Uh = 0. 

Similarly, the following properties are equivalent: 
(i) (U, V) is pre-injective. 

(ii) For any hyperplane 1FH in FH , dim (V/U + 1F)R ^ 1. 
(iii) For any h Ç H\R, £/ + TO = V. 
Furthermore, observe that, for any indecomposable pair X = (U, V) and 

any 0 ^ K H such that U ^ Uh, the dimension of the intersection 
dim (U P TO)R is always even. Indeed, for a pre-projective X, U P TO = 0; 
for a pre-injective X, £7 + TO = F implies readily that dim ( f / P TO)R = 2 
or 4; finally, for X = C(n, g), U P TO ^ 0 if and only if g and & define the 
same element of P (H/R) and then dim ( C / P TO)R = 2. 

As a consequence, wTe conclude that for a (not necessarily indecomposable) 
regular pair X = (U, F), the number of direct summands of the form 
C(n, h) in a direct decomposition of X into indecomposable pairs equals 
I d i m (C /+ TO)R. 

(6) Comparison of the pairs (U, V) and (Uh, V). If (U, V) is pre-projective 
or pre-injective, then the pairs (U, V) and (TO, F) are isomorphic for every 
0 5* h £ H. This follows immediately from the fact that every indecomposable 
pre-projective and pre-injective pair is uniquely determined by its dimension 
type. On the other hand, if (U, V) = C(n, g), then (TO, V) œ C(n, h~l gh). 
This is clear for n = 1, and for w > 1, one can use the obvious embedding of 
C(l , g) into C(w, g). As a result, all the pairs (TO, F), 0 ^ K H, are isomor­
phic if and only if the pair (U, V) has no non-zero regular direct summand. 

3. Proof of the theorem. The classification theorem will be derived from 
two results in the representation theory of tame X-species (i.e. ^-realizations 
of extended Dynkin diagrams) which we want to recall now in a form adapted 
to our particular situation. 

PROPOSITION A [5]. For every natural n, there is a unique indecomposable pair 
of dimension type (fin — 1, n), and a unique indecomposable pair of dimension 
type (fin + 1, n). For every odd n, there is a unique indecomposable pair of 
dimension type (fin — 2, n), and a unique indecomposable pair of dimension type 
(fin + 2, n). All other indecomposable pairs have dimension type (In, n). 

PROPOSITION B. [5 ; 8]. The direct sums of indecomposable pairs of dimension 
type (fin, n) form an abelian, full and exact subcategory, which is, moreover, 
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uniserial (that means, every indecomposable object has a unique composition 
series, and all of its composition factors are isomorphic). 

T h e reason tha t we may use the results from [5] and [8] stems from the fact 
t ha t the category <if ( R H H ) in which the category S^ of all pairs (UR, F H ) is 
embedded is the category of all representations of the R-species 

R H H (1, 4) 
R • > H with the diagram • • 

In the final Section 4, we shall indicate the proof of proposition A, because 
the Coxeter functors which play an essential role in the proof, will be used to 
establish some of the homological and geometrical properties mentioned in 
Section 2. 

Let us outline the proof of the classification theorem from the above prop­
ositions. First, we shall show tha t the pairs A (2m — 1), B(n), D(n), 
E (2m — 1), with m, ?i G N, are indecomposable (Lemma 1). As a result, all 
indecomposable pairs of dimension type different from (2n, n) will be deter­
mined. Second, we denote by S% the subcategory of 5 ^ of all direct sums of 
indecomposable pairs of dimension type (2n, n), n G N and call such pairs 
regular (it will turn out tha t this notion of regularity coincides with t ha t intro­
duced in Section 2). All simple regular pairs will be determined in Lemma 2. 
These are of the form C (1, h), h G H \ R and C (1, h) œ C (1, hf) if and only 
if h and h' defrne the same element of P ( H / R ) . Finally, we shall prove tha t all 
pairs C (n, h), n G N, are indecomposable (Lemma 3) . In this way, all regular 
indecomposable pairs are classified. Indeed, let X be a regular indecomposable 
pair of composition length n, and let Y be one of its simple composition fac­
tors. Then Y œ C (1, h) for some h G H \ R , and using the fact tha t ^ is 
uniserial (and thus contains a t most one indecomposable object having a given 
composition factor and a given composition length) , we conclude t h a t 
X œ C (n, h). 

LEMMA 1. The pairs A (2m — 1), B(n), D(n) and E (2m — 1) are inde­

composable. 

Proof. First, we recall some properties of decompositions which will be used 
in what follows. If (UR, F H ) is a pair, let U = {u G U\uH C U) be the 
maximal H-subspace contained in U and let Û = Y^u^u ^ H be the H-subspace 
of F generated by U. A decomposition of (UR, Vu) is given by an H-decom-
position Vu = Xn © F H which is compatible with the subspace U : U = 
( f / O X) + (U C\ Y). Obviously, any such decomposition is also compatible 
with the real subspaces Uh, h G H, with U and with 0. Also, if V = X ® Y 
is compatible with two subspaces U\ and U2, then it is compatible with their 
sum Ui + U2 and intersection U\ C\ Ui (cf. [4]). 

The s ta tement tha t A (2m — 1) and B(n) are indecomposable will be proved 
by induction. I t is obvious tha t ^4(1) and B ( l ) are indecomposable, bu t we will 
also need tha t A(3) is indecomposable. Thus , let ^4(3) = (U, V). We may 
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extend the inclusion map UR —> FR to an H-homomorphism <p : UR ® 
R H H —> FH . By definition of ^4(3), there is an R-Basis [iii, u2j n3, «4 of 
UR ® RRR = UR such that p(wi) = eu <p(u2) = eii + <32j, ^(w3) = 2̂ + esi, 
<p(ui) = c3. The kernel of the map <£> is therefore generated by the element 
u = iii -\- Uii + Uzk + ^4j. Now, assume there is given a decomposition of 
A(3), say F = X © F, with £/ = (U H X) + (E/ H F). Then <p(c7 H X) C 
X and <p(U C\ Y) C F, which, in turn implies that the kernel of <p is the direct 
sum of the kernels of the restrictions of <p to ( U H X ) R ® R H H and 
to (U C\ F ) R ® RHH. However, ker <p is one-dimensional, and thus wre may 
assume that u belongs to ( [ / H I ) R ® RHH- But this is possible only if 
U r\ X = U, which implies that X = X = £7 = F. 

Now, we are going to show that A (2m — 1) = (U, V) with m > 2 is inde­
composable. Assume that F = X © F is a decomposition of Vu compatible 
with U. Consequently, it is also compatible with the subspace 

2 m - 2 

U+Ui = <?i(R + iR) + E etH + 62m_x(R + iR), 

and therefore with V = U + Ui = Z S ~ 2 £ f l and £/' = £/ H F' . Obvi­
ously, (£/ 'R, F ' H ) ^ 4̂ (2m — 3), which is, by induction hypothesis, indecom­
posable. Hence the decomposition V = ( J H V) © (Y C\ V) must be 
trivial and we may assume that V C X. Using a similar argument, we deduce 
that 

771-2 2 W Î - 1 

F " = t f + t / j = £ e,H + £ e,H + (Cm_i + em+1j)H 
t=l t=m+2 

has to be contained in one of the direct summands. Since, for m > 2, V' H 
V" ?£ 0, both V and V" are contained in the same summand X. Moreover, 
in view of V + V" = Y, X = V and F = 0, as required. 

To show that B(n) = (U, V) with w > 1 is decomposable, wre can use a 
similar argument as for A (2m — 1). Again, every decomposition V = X © F 
which is compatible with U, is compatible also with 

V = U+ Ui = £ *iH, 
t=2 

V"=U+ Uj = £ e,H, 

and thus with Uf = U C\ V' and £/" = U C\ V". Now, (£/', V) œ (U", 
V") tt B (n — 1), which is, by induction hypothesis, indecomposable. This 
implies that F', as well as F" , is contained in X or F. In fact, they are both 
contained in the same direct summand, say X. This follows, for n > 2, from 
the fact that V' C\ V" ^ 0 and, for n = 2, by a straight forward inspection 
of the decomposition V = eji © e2H which is not compatible with U. Hence, 
V' + V" = V is contained in X, resulting in X = V and F = 0. 
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The proof that the pairs D(n) and E (2m — 1) are indecomposable can be 
given by dual arguments. In fact, a formal duality theory can be created in 
which D(n) is dual to B(n) and E (2m - 1) to A (2m - 1) (cf. [4]). 

LEMMA 2. The simple regular pairs are of the form (R + hR, H) 
with h £ H\R, and (R + ^R, H) and (R + h'R, H) are isomorphic if and only 
if R + hR = R + h'R. Moreover, End (R + AR, H) = R + hR « C. 

Proof. A regular pair (UR, H R ) is evidently simple and satisfies dim UR = 2. 
The left multiplication by a non-zero element u Ç U yields an isomorphism 
between (U, H) and {n~l U, H), and since u~l U contains R, we get that 

trW = R + hR for some h G H\R. 

Observe that the R-subspace R + hR of H is a subfield of H which is isomor­
phic to the complex numbers C. Now, the endomorphism ring of (R + hR, H) 
consists of the set of left multiplications by elements g of H such that 
g(R + hR) C R + hR. Since R + hR is closed under multiplication, every 
g G R + hR has this property, and conversely, every such left multiplication 
maps 1 into R + hR and is therefore given by an element of R + hR. 

Finally, assume that (R + hR, H) œ (R + h'R, H). Such an isomorphism 
is given by the left multiplication on H by an element g G H. In particular, 
g. 1 (z R + h'R, and therefore, making use of the fact that R + h'R is a sub-
field again, 

R + hR = g-!(R + h'R) =R + h'R. 

It remains to be seen that any regular pair which is simple is of the form 
(UR, H H ) . The proof involves the complexification of pairs. This can be done 
for arbitrary R-species (see the general theory of Galois descent in Gabriel 
[7]) ; however, we shall restrict ourselves to the classical notions of the theory 
of algebras here. 

First, every pair (UR, VH) can be considered as an A -module, where A is 
the matrix algebra 

[ R H i 
[_0 H j ' 

namely as the right A -module with the additive structure U © V. In this way, 
one gets an equivalence between the category j ^ 7 of all pairs, and the category 
of all right A -modules without simple projective submodules. Now, we may 
extend the scalars of the R-algebra A to C by forming the C-algebra 
B = ^ 4 ® R C . Similarly, every A -module M A gives rise to the i^-module 
M 0 R C. It is well-known and easy to see ([3, 29.5]) that the endomorphism 
ring of the ^-module M 0 R C is equal to End (MA) 0 R C . Moreover, it is 
clear, that B is the matrix algebra 

[ C M2(C)1 
|_0 M2(C)S 
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where M 2(C) denotes the complex 2 X 2 matr ix ring. Now, B is A fori ta 

equivalent to the matr ix algebra B' 

[ C C X C ] 
[O C J' 

whose modules correspond to the representat ions of the C-species 

G C C © cCc 

c • c , 
t h a t is to the Kronecker modules over C (pairs of C-linear t ransformations 
between two vector spaces) 

Pc =t <2c-

Such a Kronecker module is, in this way, identified with the P ' -module P © Q, 
and subsequently with the i^-module P © Q © Q. We are going to exploit this 
relationship to determine the simple regular pairs. 

Let (U, V) be a simple regular pair of dimension type (u, v). I t s endomor-
phism ring has to be a division ring which is a finite dimension R-algebra; thus , 
it is either R, C or H. The endomorphism ring of the complexification M 0 R C 
of MA = U © V is End {MA) ® R C ^ End (U, V) ® R C ; thus it is either 
C, C X C or i l f2(C). T h e R-dimension u + Av of MA is also the C-dimension 
of M ® R C. Under the categorical equivalence specified above, the 13-module 
M ® R C corresponds to a Kronecker module P c —> Qc satisfying 

Pc = U ®RC and Qc® Qc= V ® R C . 

From here, dim Pc = a and dim Qc = 2v. Moreover, since (U, V) is a regular 
pair, u = 2v. 

Thus , we have obtained a Kronecker module Pc —» Qc satisfying dim 
Pc = dim Qc = 2v, whose endomorphism ring is either C, C X C or 7l/2(C). 
An easy consideration of the normal forms of the Kronecker modules [5 ; 7] 
reveals t ha t this is possible only for v = 1. Indeed, the only indecomposable 
Kronecker modules with dim Pc = dim Qc whose endomorphism ring is C, 
satisfies dim Pc = 1; accordingly, our Kronecker module cannot be indecom­
posable. Hence, its endomorphism ring is either C X C or Tf 2 (C) . I t follows 
t ha t the Kronecker module is the direct sum of two indecomposable modules 

(px =t ç o © (p2 =: Q2) 

which have either no non-zero homomorphisms between each other or are 
isomorphic. In the first case, the condition implies t h a t dim Pt = dim Qt 

(t = 1,2) and since the endomorphism ring of P t —> Qt is C, it tu rns out t h a t 
v — 1. Also, in the second case dim P\ — dim Qi = dim P 2 = dim ( 2 2 = 1 , 
and thus v = 1. The proof of Lemma 2 is completed. 
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LEMMA 3. Every pair C(n, h) with n £ N and h Ç P ( H / R ) w indecomposable 

and contains C (1, fe) = (R + JWR, H ) . 

Proof. There are obvious embeddings 

C (n - 2, h) <^> C (n - 1, h) <=+ C (n, h) 

with C (m, h) generated by the first w base vectors et {m — n — 2, n — 1), 

C (w, A ) / C (w - 1, h) ^ C (1, h) and 

C (», A ) / C (n ~ 2, A) ^ C (2, A). 

Since C (1, h) is a simple object of the category & and since & is closed under 
extensions, C(n, h) belongs to â? and has a composition series with all factors 
isomorphic to C ( l , &). Since â? is uniserial, it suffices to prove tha t C(2, /z) is 
indecomposable. 

Now, if C(2, h) — (U, V) decomposes, then it decomposes in 3% and there­
fore has to be a direct sum of two copies of C ( l , h). This implies, the equali ty 
U = Uh, because R + hK is a subring of H. However, it is easy to check tha t 
this is not the case : If h (/: R + iK, then eYi + e2h £ U\Uh and if h = i, then 
dj + e2i £ U\Ui. 

4. Proof of t h e s t a t e m e n t s in Sec t ion 2. In this final section, we wish to 
outline the proof of some of the homological and geometrical properties of the 
pairs (U, V). In order to avoid a case-by-case inspection and complicated cal­
culations, we have to go deeper into the theory of representations of the ex­
tended Dynkin diagrams (tame species). The fact tha t the category S% is 
uniserial yields immediately, in view of Lemma 2, tha t the endomorphism ring 
End (C(n, h)) is C[x]/(xn) and tha t the dimension of the R-vector space 
Horn (C(n, h), C(q, g)) equals 2 min (q, n) bgh. 

However, to derive the properties involving pre-projective and pre-injective 
pairs, we have to recall the Coxeter functors. These were first introduced in the 
' 'classical" situation by Bernstejn, Gel'fand and Ponomarev [1] and then fully 
explored in [5]. Let c be the linear transformation of R X R given by the matr ix 

3 1~| . 
. operating from the right-hand side. In what follows, we consider 

the abelian category ^ ( R H R ) of all triples 

(UR, Vu, <P : £/R - » F H ® H H R œ F R ) . 

O ^ ( R H H ) contains the category S^ as a full subcategory (of all triples with ç 
monic) ; it contains also one additional indecomposable object: D(0) = 
( R , 0 , 0) . 

PROPOSITION C [5]. There exist two endofunctors C+ and C~ ^ ^ ( R H H ) pos­
sessing the following properties: 
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(i) C+ is left exact and C~ is right exact. 
(ii) If X £ S£ ( R H H ) is indecomposable and non-isomorphic to A ( l ) or B ( l ) , 

then 

C-C+X œ X and dim C+X = c(dim X), 

whereas C+A(l) = C+B(l) = O. 
(ii7) If Y £ c£f ( R H H ) is indecomposable and non-isomorphic to D(0) or £ ( 1 ) , 

then 

C+C-Y & Y and dim CrY = cr1 (dim Y) , 

whereas C'D(O) = C~E(l) = O. 
(iii) If X, Y G ^ ( R H H ) and X is non-isomorphic to A ( l ) or B ( l ) , then the 

R-vector spaces Horn (X, Y) and Horn (C+X, C+Y) are canonically isomorphic. 

Cm') If X, Y Ç i ? ( R H n ) and Y is non-isomorphic to D(0 ) or £ ( 1 ) , / / ^ / /^ 
R-z;ec/0r spaces Horn (X, Y) cmrf Horn (C~~X, C~~Y) are canonically isomorphic. 

As a consequence of Proposition C, we can write down the complete list of 

images under C+ and C~~. Thus , 

C+A(2m - 1) = A(2m - 3) for m > 1, C+A(l) = O; 

C+£(n) = B(w - 1) for w > 1, C+B(l) = O; 

C*-C(n,h) = C(w,A); 

C+D(^) = D ( w + 1) ; and 

C+E(2m - 1) = E(2m + 1). 

I t may be perhaps of some interest to give an explicit description of one of the 
functors, say of C+. Let (Z7R, F H , <P) G «if ( R H H ) . T h e n the mapping 
<p : UR —» F R can be extended, using the H-vector space s t ruc ture of F H , to an 
H-linear mapping <pn : UR ® R H H —» F H . Denot ing ker <pn by F ' H , we have 
a mapping K : V'n —» L7R 0 RHH- Define the epimorphism € : UR ® R H R 
-> c7 R by 

e(u ® 1) = u and e(« <g) i) = e(u 0 j ) = e(u ® fe) = 0, 

and pu t Z7;R = ker ex. We get a canonical inclusion <p' : U'R —» F ' R , and then 
define 

C+(17, F , <*) = (V, V',<p'). 

Now, having the Coxeter functors available, it is ra ther easy to determine 
the endomorphism rings, the homomorphisms (and the extensions). For 
example, End A(2m — 1) is isomorphic to End A(1) = H, in view of A ( l ) 
= C+(OT-1) A(2m - 1) ; and similarly, End B(n) œ End B(l) = R etc. In 
order to find Horn (A(2m — 1), B(q)), we apply the functor C + ( w _ 1 ) and 
deduce t ha t 

Horn (C+<m-»A(2m - 1), C+^m^B(q)) = Horn ( A ( l ) , J5(g - m + 1)) . 
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Now, in order to verify t ha t the ^-dimension of the homomorphism space 
is 4 (q — m + 1), we only observe tha t Horn 04(1) , (U, V)) is isomorphic 
as a vector space to F. By the same argument , 

Horn (AC2m - l),A(2p - 1)) « H o r n (A(l),A(2(p - m) + 1)) , 

Horn (A(2m - 1), C(q, g) « Horn (A(l), C(q, g)), 

Horn (A(2m - 1), D(q)) tt Horn (A(l), D(g + m - 1), 

Horn (A(2m - 1), E(2£ - 1) œ Horn ( 4 ( 1 ) , E (2 (£ + m) - 3) , 

and thus the respective R-dimensions are S(p — m) + 4, 4g, 4(ç — m) + 4, 
4c(q + w) - 4, 8(£ + w) - 12. 

Similarly, applying C+(n~l), we get 

Horn (B(n), A(2p - 1)) œ Horn ( B ( l ) , 4 ( 2 ( £ - w) + 1)) , 

and using the fact tha t Horn ( B ( l ) , (U, V)) is isomorphic as a vector space to 
U, we conclude tha t the R-dimension equals \(p — n). 

Summarizing this procedure, we can always reduce the calculation, by 
applying the Coxeter functors, to a situation in which one of the pairs is either 
A(l), B(l), D(0) or E(l), and then, in addition to the above observations 
on Horn ( A ( l ) , (U, F ) ) and Horn (J8(l), (U, F ) ) , we use the fact t ha t 
Horn ((U, F ) , D ( 0 ) ) and Horn ((U, F ) , E(l)) are isomorphic as vector spaces 
to U and F, respectively. 

Finally, wre want to prove the geometrical characterizations of the pre-pro-
jective pairs. Let (U, V) be a pre-projective pair. Assuming tha t there exists a 
one-dimensional subspace W\\ of Vu with dim (U C\ W)R ^ 2, we get a 
non-zero homomorphism 

(UC\ W, I F ) - > (U, F ) , 

which is impossible. Similarly, assuming tha t there is a non-zero element 
u £ U H Uh with h £ H \ R , we get dim (U H uH) ^ 2, a contradiction. 
Finally, let U H Uh = 0 for all h G H \ R . Then Horn ( C ( l , h), (U, F ) ) = 0 
for all h Ç H \ R and therefore (U, F) has neither regular nor pre-injective 
direct summands . 

Added in proof (September, 1978). In this paper, we have shown t h a t the 
simple regular pairs can be parametrized by the points of the real projective 
plane P 2 ( R ) . A better understanding of this fact can be accomplished as 
follows: Note tha t P 2 ( R ) is the projective variety corresponding to the graded 
ring R[X, F, Z]/(X2 + F 2 + Z 2 ) . Then, considering the function ring 
A = R[X, Y]/(X2 + F 2 + 1), its maximal spectrum corresponds to P 2 ( R ) 
with one point omitted. 

Given an A-module MA, observe tha t M © M can be endowed with the 
s t ructure of an H-space by defining the action of i and j in terms of 

* = ( _ Î J ) a n d j = (* _Y
X). 
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Thus, we can define the functor V from the category of all right A -modules to 
the category of all pairs by 

r (M A ) = ( ( M 0 O ) R | (M® M)H). 

This functor induces an equivalence between the category of all right A-
modules of finite R-dimension and the full subcategory of J£?(RHH ) of all 
pairs (£/, T) satisfying U ® Ui = F. The indecomposable pairs with this 
property are just the pairs C(n, h) with h $ R + Ri. 
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