
Adv. Appl. Prob. 46, 168–185 (2014)
Printed in Northern Ireland

© Applied Probability Trust 2014

THE NUMBER OF COLLISIONS
FOR THE OCCUPANCY PROBLEM
WITH UNEQUAL PROBABILITIES

TOSHIO NAKATA,∗ Fukuoka University of Education

Abstract

In this article we study a number of collisions concerning a simple occupancy problem
with unequal probabilities. Using combinatorial arguments and negative associations of
random variables, we have several limit theorems, namely, a weak law of large numbers
and a Poisson law of small numbers including the Chen–Stein estimate.
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1. Introduction

1.1. Problem and background

Throughout this article, we use the notation R := (−∞, ∞) and N := {1, 2, . . .}. For t ∈ N,
we also use the convenient notation [t] := {1, 2, . . . , t}.

The classical occupancy problem or the classical ball-and-bin problem has been studied
extensively. See [7] and [8] for a survey and [12] for a detailed study of the asymptotic
results. There also exist some variants of the classical occupancy problem. One was studied
by Wendl [20], who considered the following problem.

Letting m, n, t ∈ N, we throw m white balls, denoted by A, and n black balls, denoted by
B, into urns [t] with probabilities {pi}i∈[t] and {qi}i∈[t], respectively, where pi ≥ 0 and
qi ≥ 0 for i ∈ [t] and

∑
i∈[t] pi = ∑

i∈[t] qi = 1. For k ∈ [t] ∪ {0} what is the probability
that the number of urns containing both colors, that is, the number of collisions between A

and B, is k?

Prior to Wendl’s [20] work, Popova [17] investigated a joint distribution of a number of collision
urns and a number of non-collision urns and Selivanov [19] studied the first collision time for
infinite numbers of colors. Moreover, there also exists some applied research concerning
this problem. From the beginning Wendl [20] pointed out that this problem contained many
applications to practical problems, for example, a clone mapping problem, a collision problem of
airborne planes, etc. In [21] he focused on a DNA fingerprint mapping problem, and gave some
numerical discussions. Motivated by computational learning theory, Boucheron and Gardy [3]
studied a variant of the collision problem. More recently, Bodini et al. [2] investigated a
Boltzmann sampling algorithm for an Hadamard product of two combinatorial classes. To
evaluate the algorithm, they efficiently used some results of the collision problem. Nishimura
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and Sibuya [15] noted that this problem was applicable to cryptography. They studied several
variants of this problem under the condition that the throwing probabilities {pi}i∈[t] and {qi}i∈[t]
are uniform, namely, pi = qi = 1/t for i ∈ [t]. In virtue of the uniform property the method
of enumerating surjections using Stirling numbers of the second kind (see [9, Section II.3.1])
is applicable to the problem. Under the uniform condition, Nakata [13] directly studied this
problem, and gave both the exact probability distribution of the number of collisions (see (5))
and its factorial moment (see (12)). These results were also essentially given in [15]. In [13] he
gave several limit theorems, namely, a weak law of large numbers and Poisson approximations
with the Chen–Stein method under some conditions.

1.2. Our contributions

In this article we present a further extension of [13] when both {pi}i∈[t] and {qi}i∈[t] are
not necessarily uniform. We denote by Xt = Xt(m, n) the number of collisions between A,
namely, m white balls, and B, namely, n black balls, into t urns. First, we indicate the exact
probability distribution of Xt using {pi}i∈[t] and {qi}i∈[t] instead of the Stirling numbers of the
second kind (see Proposition 1). We also indicate the factorial moment (see Proposition 2). In
the proof of [13, Theorem 2] the factorial moment was directly calculated using combinatorial
arguments. In this article we utilize indicator random variables concerning collisions to obtain
the factorial moment. In many previous works generating functions were often analyzed.
However, in this article we give only the explicit form of the generating function, and we do
not directly investigate it. Instead of analyzing generating functions, we examine indicator
random variables concerning collisions. We show that these indicator random variables are
negatively associated. The negative association of random variables is one qualitative version
of the negative dependence of random variables, which was investigated intensively in [4],
[5, Section 3.1], [11], and [16]. This implies that the variance of Xt does not exceed the
expectation of Xt (see Proposition 3). In Proposition 5 we provide an upper and a lower
bound on the second moment of Xt using the smart arguments given in [10, Section 4]. As a
corollary, we give a simple upper bound of the probability without collisions (see Corollary 2
and compare with [20, Section 3]). Proposition 5 plays a role in giving concrete bounds with
respect to Poisson approximations in Section 4.2.

Moreover, using these results, we argue a weak law of large numbers. In [13, Proposition 1]
the weak law of large numbers was proved under some strong conditions including the uniform
condition. However, we can prove it under a weak condition (see Theorem 1). We also give
some examples satisfying the conditions of Theorem 1 (see Examples 1 and 2).

We investigate Poisson approximations of Xt using the moment method (see Theorem 2).
Specifically, we check convergences of all factorial moments using the same method as that
used in [13, Theorem 3]. Although the proof is more complicated, we can overcome this
by estimating terms of a multinomial expansion (see Lemma 3). Using Theorem 2, we give
some examples of Poisson convergences. An application of Theorem 2 is an approximation of
the probability without collisions (see Corollary 3, and compare with [20, Section 3] and [6,
Section 2.6, Example 6.6]). In Example 3.1 we give a numerical verification with respect to
Corollary 3. It turns out that no collision probabilities (see (6)) under suitable conditions are
well approximated by the Gumbel distribution. Finally, we give an error bound for the Poisson
approximation using the Chen–Stein method (see Section 4.2). The estimates are easily given
in virtue of the negative association of the random variables. In Example 4 we concretely show
the Chen–Stein estimate corresponding to Example 3.
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1.3. Plan of the article

In Section 2 we give combinatorial arguments. In Sections 2.1, 2.2, and 2.5 we respectively
give the exact probability distribution, the factorial moment, and the generating function. In
Section 2.3 we discuss negatively associated random variables and in Section 2.4 we give bounds
concerning the second moment of Xt . In Section 3 we state the weak law of large numbers.
Finally, in Section 4 we establish the law of small numbers and Poisson approximations,
including the Chen–Stein estimate.

2. Combinatorial arguments

2.1. Exact probability distribution

In this subsection we show the exact probability distribution of Xt which is the number of
collisions between m white balls, denoted by A, and n black balls, denoted by B. First, we
need to introduce some notation. For A, let αi ∈ [t] be a target urn of the ith white ball for
i ∈ [m]. The multiset Am := {α1, . . . , αm} is called a path from A. Similarly, let βj ∈ [t] be
a target urn of the j th black ball for j ∈ [n]. The multiset Bn := {β1, . . . , βn} is also called
a path from B. Fix k ∈ [t] ∪ {0}. Considering k collisions on [t], we introduce a family of
pairs (I, J ) such that both I and J are subsets of [t] and |I ∩ J | = k, where |K| denotes the
cardinality of the set K . Namely, we set

�
(i,j)
k ([t]) := {(I, J ) : I, J ⊂ [t], |I | = i, |J | = j, |I ∩ J | = k} for i, j ∈ [t]. (1)

For a subset I ⊂ [t] and a path Am, the notation Am 	 I means that each element of I is
contained in the path Am, and each element of the path Am is contained in I . Namely, the
multiset Am is equivalent to the ordinary set I , if Am 	 I . We similarly define Bn 	 J for a
subset J ⊂ [t] and Bn.

Using this notation, we state the following proposition.

Proposition 1. Throw m white balls and n black balls into urns [t] with probabilities {pi}i∈[t]
and {qi}i∈[t], respectively. Then the probability of k collisions is

P(Xt = k) =
∑
i∈[m]

∑
j∈[n]

∑
(I,J )∈�

(i,j)
k ([t])

( ∑
Am	I

∏
l∈Am

pl

)( ∑
Bn	J

∏
l∈Bn

ql

)
for k ∈ [t] ∪ {0},

(2)
where ‘

∑
Am	I ’ and ‘

∑
Bn	J ’ denote the summations for all paths satisfying Am 	 I and

Bn 	 J , respectively.

Proof. We fix two subsets of urns I ⊂ [t] and J ⊂ [t]. Let {A ⇒ I } be the event that the
target urns from A is I . The event {B ⇒ J } is defined similarly. Then we have

P(A ⇒ I ) = P

( ⋃
Am	I

{A has a path Am}
)

=
∑

Am	I

∏
l∈Am

pl. (3)

Similarly, we have

P(B ⇒ J ) =
∑

Bn	J

∏
l∈Bn

ql. (4)
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If the number of collisions is k then |I ∩ J | = k. Hence, we have

P(Xt = k) = P

( ⋃
{I,J : |I∩J |=k}

{A ⇒ I } ∩ {B ⇒ J }
)

=
∑

{I,J : |I∩J |=k}
P({A ⇒ I } ∩ {B ⇒ J })

=
∑

{I,J : |I∩J |=k}
P(A ⇒ I )P(B ⇒ J )

=
∑
i∈[m]

∑
j∈[n]

∑
(I,J )∈�

(i,j)
k ([t])

( ∑
Am	I

∏
l∈Am

pl

)( ∑
Bn	J

∏
l∈Bn

ql

)
.

The third equality holds because the events {A ⇒ I } and {B ⇒ J } are independent. This
completes the proof.

If we assume the uniform condition, namely, pi = qi = 1/t for i ∈ [t], then (2) has a
somewhat simpler form. Indeed, probability (3) is

P(A ⇒ I ) = |I |!
{ m

|I |
}
t−m,

where
{

n
k

}
denotes Stirling numbers of the second kind (see [9, Section II.3.1]). Similarly,

probability (4) is

P(B ⇒ J ) = |J |!
{ n

|J |
}
t−n.

By (1) and the uniform condition, probability (2) is simplified as

P(Xt = k) =
∑
i∈[m]

∑
j∈[m]

(
t

i + j − k

)(
i + j − k

i − k, j − k, k

)[
i!

{
m

i

}
t−m

][
j !

{
n

j

}
t−n

]

= 1

tm+n

m∑
i=k

n∑
j=k

{
m

i

}{
n

j

}
(i)k(j)k(t)i+j−k

k! for k = 0, . . . , min{m, n, t}, (5)

where (t)k denotes
(
t
k

)
k! = t (t − 1) · · · (t − k + 1) for nonnegative integers t ≥ 0 and k ≥ 0.

Note that (5) was explicitly given as [14, Equation (4)]. In particular, the probability without
collisions,

P(Xt = 0) = 1

tm+n

m∑
i=1

n∑
j=1

{
m

i

}{
n

j

}
(t)i+j , (6)

was previously given in [20, Theorem 1] and [15, Equation (3.4)].

2.2. Factorial moment

In this subsection we indicate the factorial moment of Xt . We can obtain the expectation of
Xt and the variance of Xt using the first and second factorial moments.

Proposition 2. Assume that the conditions of Proposition 1 hold. Then, for l ≥ 1, the lth
factorial moment is

E((Xt )l) = l!
∑

L⊂[t], |L|=l

{ l∑
k=0

∑
I⊂L, |I |=k

(−1)k(1 − pI )
m

}{ l∑
k=0

∑
J⊂L, |J |=k

(−1)k(1 − qJ )n
}
,

(7)

where pI := ∑
i∈I pi and qJ := ∑

j∈J qj .
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Proof. We fix an urn i ∈ [t]. Let A(i) be the event that there exists a white ball from A

in the ith urn when throwing m white balls. Similarly, let B(i) be the event that there exists a
black ball from B in the ith urn when throwing n black balls. Note that the events A(i) and
B(i) are independent because all balls are independently thrown.

Given L ⊂ [t], we investigate the joint probability of the events {A(i)}i∈L. Using Ec to
denote the complement of an event E, we have

P

(⋂
i∈L

A(i)

)
= 1 − P

(⋃
i∈L

A(i)c
)

= 1 −
|L|∑
i=1

∑
I⊂L, |I |=i

(−1)i+1
P

(⋂
j∈I

A(j)c
)

= 1 −
|L|∑
i=1

∑
I⊂L, |I |=i

(−1)i+1(1 − pI )
m

=
|L|∑
i=0

∑
I⊂L, |I |=i

(−1)i(1 − pI )
m. (8)

The second equality holds due to the inclusion–exclusion principle. Namely, for events {Ci},

P

( n⋃
i=1

Ci

)
=

n∑
k=1

(−1)k+1
∑

I⊂[n],|I |=k

P

(⋂
i∈I

Ci

)
.

Similarly, for the given L ⊂ [t], we have

P

(⋂
i∈L

B(i)

)
=

|L|∑
i=0

∑
J⊂L, |J |=i

(−1)i(1 − qJ )n. (9)

We now define an indicator function as

ξi :=
{

1 if a collision occurs in the ith urn,

0 if a collision does not occur in the ith urn.
(10)

By definition, Xt = ∑t
i=1 ξi holds. Note that the {ξi}i∈[t] are not independent. More precisely,

they are negatively associated. Indeed, we will show the negative association in Proposition 4
below. If the throwing probabilities are uniform, they are exchangeable (see [7, Section 2.9]).

Since ξ2
i = ξi , we obtain, for l ≥ 1,

E((Xt )l) = E

( l−1∏
j=0

( t∑
i=1

ξi − j

))

= E

(
1 · 2

∑
i1<i2

ξi1ξi2

l−1∏
j=2

( t∑
i=1

ξi − j

))

= E

(
1 · 2 · 3

∑
i1<i2<i3

ξi1ξi2ξi3

l−1∏
j=3

( t∑
i=1

ξi − j

))
= · · ·
= l!

∑
L⊂[t], |L|=l

E

(∏
i∈L

ξi

)
. (11)
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By (10) and the definitions of A(i) and B(i), we have

E

(∏
i∈L

ξi

)
= P

(⋂
i∈L

{ξi = 1}
)

= P

(⋂
i∈L

{A(i) ∩ B(i)}
)

= P

(⋂
i∈L

A(i)

)
P

(⋂
i∈L

B(i)

)
.

The last equality holds because the events A(i) and B(i) are independent. Hence, by (8), (9),
and (11), we obtain the desired result.

Under the uniform condition, the factorial moment of Xt was given in [13, Equation (1)]
and [15, Equation (3.2)]. Indeed, for a fixed l ≥ 1,

E((Xt )l) = (t)l

( l∑
i=0

(
l

i

)
(−1)i

(
1 − i

t

)m)( l∑
j=0

(
l

j

)
(−1)j

(
1 − j

t

)n)
. (12)

Using (7) with respect to l = 1 and 2, we have the expectation of Xt and the variance of Xt .

Corollary 1. Assume that the conditions of Proposition 1 hold. Then we have

E(Xt ) =
t∑

i=1

(1 − ai)(1 − bi), (13)

var(Xt ) =
∑
i,j

{(1 − ai − aj )(bij − bibj ) + (1 − bi − bj )(aij − aiaj ) + aijbij − aiaj bibj }

+
∑

i

{(1 − ai)(bi − bii) + (1 − bi)(ai − aii) − (ai − aii)(bi − bii)}, (14)

where
ai = ai(t) := (1 − pi)

m, bi = bi(t) := (1 − qi)
n,

aij = aij(t) := (1 − pi − pj )
m, bij = bij(t) := (1 − qi − qj )

n.
(15)

Proof. By (7) with respect to l = 1, we have

E(Xt ) =
t∑

i=1

{1 − (1 − pi)
m}{1 − (1 − qi)

n} =
t∑

i=1

(1 − ai)(1 − bi).

Hence, we obtain (13). Moreover, by (7) with respect to l = 2, we have

var(Xt ) = E((Xt )2) + E(Xt ) − E
2(Xt )

=
∑
i,j

(1 − ai − aj + aij)(1 − bi − bj + bij) −
t∑

i=1

(1 − 2ai + aii)(1 − 2bi + bii)

+
t∑

i=1

(1 − ai)(1 − bi) −
∑
i,j

{(1 − ai)(1 − bi)(1 − aj )(1 − bj )}

=
∑
i,j

(1 − ai − aj + aij)(1 − bi − bj + bij) − (1 − ai)(1 − bi)(1 − aj )(1 − bj )

+
t∑

i=1

(1 − ai)(1 − bi) − (1 − 2ai + aii)(1 − 2bi + bii)
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=
∑
i,j

(1 − ai − aj )(bij − bibj ) + (1 − bi − bj )(aij − aiaj ) + aijbij − aiaj bibj

+
t∑

i=1

(1 − ai)(bi − bii) + (1 − bi)(ai − aii) − (ai − aii)(bi − bii).

Hence, we obtain (14).

2.3. The expectation and the variance via the negative association

To investigate the concentration ofXt around E(Xt )we would like to compare the expectation
of Xt and the variance of Xt . The main result of this subsection is the following.

Proposition 3. Given two probability distributions {pi}i∈[t] and {qi}i∈[t], we have

E(Xt ) ≥ var(Xt ). (16)

To obtain (16), we usually calculate both (13) and (14) directly. However, we would like to
avoid the calculations because they are complicated. Instead of direct calculations we investigate
the dependence among {ξi}i∈[t] defined by (10).

First, we give the definition of negatively associated random variables (see [5, Section 3.1]).
Random variables {Yi}i∈[t] are negatively associated if, for all disjoint subsets I, J ⊂ [t] and
all nondecreasing functions f : R

I → R and g : R
J → R, the following inequality holds:

E(f (Yi, i ∈ I )g(Yj , j ∈ J )) ≤ E(f (Yi, i ∈ I ))E(g(Yj , j ∈ J )).

Then we have the following result.

Proposition 4. The random variables {ξi}i∈[t] defined by (10) are negatively associated. In
particular,

E(ξiξj ) ≤ E(ξi)E(ξj ) for i 
= j ∈ [t]. (17)

We will show this later. By virtue of Proposition 4, it is not difficult to prove Proposition 3.

Proof of Proposition 3. If we obtain

E((Xt )2) ≤ E
2(Xt ), (18)

then we obtain (16) because

var(Xt ) = E(X2
t ) − E

2(Xt ) = E((Xt )2) + E(Xt ) − E
2(Xt ) ≤ E(Xt ),

using (18). Therefore, it is sufficient to show (18):

E((Xt )2) =
∑
i 
=j

E(ξiξj ) ≤
∑
i 
=j

E(ξi)E(ξj ) ≤
∑
i∈[t]

∑
j∈[t]

E(ξi)E(ξj ) = E
2(Xt ).

The first inequality holds by (17). This completes the proof.

To prove Proposition 4, we introduce the following subdividing indicator random variables
with respect to (10). For w ∈ [m], b ∈ [n], and i ∈ [t], we define

ξ
w,b
i :=

⎧⎪⎨
⎪⎩

1 if a collision occurs in the ith urn between the white ball w

and the black ball b,

0 otherwise.
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By definition, we have

ξi =
{

1 if
∑

w∈[m],b∈[n] ξ
w,b
i > 0,

0 otherwise.

We now show that the {ξw,b
i }i∈[t] are negatively associated for each w ∈ [m] and b ∈ [n].

Lemma 1. For each w ∈ [m] and b ∈ [n], the random variables {ξw,b
i }i∈[t] are negatively

associated.

Proof. For each I, J ⊂ [t] satisfying I ∩ J = ∅, we consider nondecreasing functions
f : R

I → R and g : R
J → R. We can assume that f : R

I → [0, ∞), g : R
J → [0, ∞),

and f (0, . . . , 0) = g(0, . . . , 0) = 0, because we deal with f (ai, i ∈ I ) − f (0, . . . , 0) for all
(ai, i ∈ I ) ∈ R

I and g(bj , j ∈ J ) − g(0, . . . , 0) for all (bj , j ∈ J ) ∈ R
J if necessary. Then

we have

E(f (ξ
w,b
i , i ∈ I )g(ξ

w,b
j , j ∈ J )) = 0 ≤ E(f (ξ

w,b
i , i ∈ I ))E(g(ξ

w,b
j , j ∈ J )).

The equality holds since either {ξw,b
i }i∈I or {ξw,b

j }j∈J must be all zero for the fixed w ∈ [m]
and b ∈ [n]. This completes the proof.

To show Proposition 4, we quote the following property from [5].

Closure Under Products. ([5, p. 35].) Suppose that {Xi}i∈[n] are negatively associated,
and {Yj }j∈[m] are also negatively associated. If {Xi}i∈[n] and {Yj }j∈[m] are independent, then
{Xi, Yj }i∈[n],j∈[m] are also negatively associated.

Using this property, we show the following lemma.

Lemma 2. All random variables {ξw,b
i }i∈[t], w∈[m], b∈[n] are negatively associated.

Proof. We make use of the same method at that used in the last part of [5, Example 3.1,
p. 36]. By Lemma 1, for each w ∈ [m] and b ∈ [n], the random variables {ξw,b

i }i∈[t] are

negatively associated. For fixed i ∈ [t] and w ∈ [m] the random variables {ξw,b
i }b∈[n] are

independent. Therefore, for a fixed w ∈ [m], applying the closure under products property to

{ξw,1
i }i∈[t], {ξw,2

i }i∈[t], . . . , {ξw,n
i }i∈[t],

it follows that {ξw,b
i }i∈[t],b∈[n] are negatively associated. Applying the closure under products

property again to

{ξ1,b
i }i∈[t], b∈[n], {ξ2,b

i }i∈[t], b∈[n], . . . , {ξm,b
i }i∈[t], b∈[n],

all members of {ξw,b
i }i∈[t], w∈[m], b∈[n] are also negatively associated. This completes the proof.

Using Lemma 2, we can now prove Proposition 4.

Proof of Proposition 4. For any disjoint subsets I, J ⊂ [t] and any nondecreasing functions
f : R

I → R and g : R
J → R, set f1 : R

I ×R
[m] ×R

[n] → R and g1 : R
J ×R

[m] ×R
[n] → R

as

f1(ξ
w,b
i , (i, w, b) ∈ R) := f (ξi, i ∈ I ), g1(ξ

w,b
j , (j, w, b) ∈ S) := g(ξj , j ∈ J ),
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where R := I × [m] × [n] and S := J × [m] × [n]. Then R ∩ S = ∅ since I ∩ J = ∅, and,
by definition, both f1 and g1 are nondecreasing. Therefore, by virtue of Lemma 2, we have

E(f1(ξ
w,b
i , (i, w, b) ∈ R)g1(ξ

w,b
j , (j, w, b) ∈ S))

≤ E(f1(ξ
w,b
i , (i, w, b) ∈ R))E(g1(ξ

w,b
j , (j, w, b) ∈ S)).

As a result,

E(f (ξi, i ∈ I )g(ξj , j ∈ J )) ≤ E(f (ξi, i ∈ I ))E(g(ξj , j ∈ J )).

This yields the desired result.

By virtue of negatively associated random variables, we can easily give an upper bound of
P(Xt = 0).

Corollary 2. We have
P(Xt = 0) ≤

∏
i∈[t]

(ai + bi − aibi).

Proof. Using (17), we have P(ξi = 1, ξj = 1) ≤ P(ξi = 1)P(ξj = 1) for i 
= j ∈ [t]. This
yields

P(ξi = 0, ξj = 0) = 1 − P({ξi = 1} ∪ {ξj = 1})
= 1 − P(ξi = 1) − P(ξj = 1) + P(ξi = 1, ξj = 1)

≤ 1 − P(ξi = 1) − P(ξj = 1) + P(ξi = 1)P(ξj = 1)

= P(ξi = 0)P(ξj = 0)

for i 
= j ∈ [t]. Hence,

P(Xt = 0) = P

(⋂
i∈[t]

{ξi = 0}
)

≤
∏
i∈[t]

P(ξi = 0) =
∏
i∈[t]

(ai + bi − aibi).

The last equality holds because

P(ξi = 0) = 1 − P(ξi = 1) = 1 − (1 − ai)(1 − bi) = ai + bi − aibi .

This completes the proof.

2.4. A bound on the second moment

In this subsection we give a bound on the second moment of Xt using the properties of
ai, bi, aij, and bij defined in (15). Indeed, we estimate the gap between E

2(Xt ) and E((Xt )2).

Proposition 5. Assume that the conditions of Proposition 1 hold. Then we have

0 ≤ E
2(Xt ) − E((Xt )2) ≤ mn

{
(m + n)

(∑
i∈[t]

piqi

)2

+ mn
∑
i∈[t]

p2
i q

2
i

}
. (19)

Proof. The first inequality of (19) holds because of (18). However, we also give a direct
calculation of E

2(Xt ) − E((Xt )2) because some facts are needed later. First, we investigate
some properties of ai, bi, aij, and bij defined in (15). Namely, we have

0 ≤ aiaj − aij ≤ mpipj , (20)

0 ≤ bibj − bij ≤ nqiqj .

https://doi.org/10.1239/aap/1396360108 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1396360108


The number of collisions for the occupancy problem with unequal probabilities 177

By symmetry, we only show (20). The first inequality of (20) follows from

aij = (1 − pi − pj )
m ≤ (1 − pi − pj + pipj )

m = (1 − pi)
m(1 − pj )

m = aiaj .

The second inequality of (20) follows from

aiaj − aij = (1 − pi − pj + pipj )
m − (1 − pi − pj )

m ≤ 1m − (1 − pipj )
m ≤ mpipj .

(21)

The first inequality of (21) follows from the convexity of x �→ xm for m ≥ 1 and 0 ≤ x ≤ 1,
an idea used in [10, Section 4]. Hence, (20) holds. Using Proposition 2, we have

E((Xt )2) =
∑
i 
=j

(1 − ai − aj + aij)(1 − bi − bj + bij). (22)

Since (1 − 0)m − (1 − pi)
m ≥ {(1 − pj ) − 0}m − {(1 − pj ) − pi}m, we obtain

1 − (1 − pi)
m − (1 − pj )

m + (1 − pi − pj )
m ≥ 0.

Namely, we have 1 − ai − aj + aij ≥ 0. Combining (20), we have

0 ≤ 1 − ai − aj + aij ≤ 1 − ai − aj + aiaj = (1 − ai)(1 − aj ). (23)

Similarly, we have

0 ≤ 1 − bi − bj + bij ≤ 1 − bi − bj + bibj = (1 − bi)(1 − bj ). (24)

By (22), (23), and (24), we obtain

E((Xt )2) ≤
∑
i 
=j

(1 − ai)(1 − aj )(1 − bi)(1 − bj )

≤
∑
i 
=j

(1 − ai)(1 − aj )(1 − bi)(1 − bj ) +
t∑

i=1

(1 − ai)
2(1 − bi)

2

=
∑
i,j

(1 − ai)(1 − aj )(1 − bi)(1 − bj )

=
t∑

i=1

(1 − ai)(1 − bi)

t∑
j=1

(1 − aj )(1 − bj )

= E
2(Xt ).

Hence, we have the first inequality of (19).
On the other hand,

E
2(Xt ) − E((Xt )2)

=
∑
i,j

(1 − ai)(1 − aj )(1 − bi)(1 − bj ) −
∑
i 
=j

(1 − ai − aj + aij)(1 − bi − bj + bij)

=
∑
i∈[t]

(1 − ai)
2(1 − bi)

2

+
∑
i 
=j

{(1 − ai − aj + aiaj )(1 − bi − bj + bibj )

− (1 − ai − aj + aij)(1 − bi − bj + bij)}
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=
∑
i∈[t]

(1 − ai)
2(1 − bi)

2

+
∑
i 
=j

{(1 − ai)(1 − aj )(bibj − bij) + (1 − bi)(1 − bj )(aiaj − aij)

− (aiaj − aij)(bibj − bij)}
≤

∑
i∈[t]

(1 − ai)
2(1 − bi)

2 +
∑
i 
=j

{(1 − ai)(1 − aj )nqiqj + (1 − bi)(1 − bj )mpipj }.

The last inequality holds because of (20). Since (1 − x)m ≥ 1 − mx holds for 0 < x < 1 and
m ≥ 1, we obtain

0 ≤ 1 − ai = 1 − (1 − pi)
m ≤ mpi.

This yields

E
2(Xt ) − E((Xt )2) ≤

∑
i∈[t]

(mpi)
2(nqi)

2 + mn(m + n)
∑
i 
=j

pipjqiqj

= mn

{
(m + n)

(∑
i∈[t]

piqi

)2

+ (mn − m − n)
∑
i∈[t]

p2
i q

2
i

}

≤ mn

{
(m + n)

(∑
i∈[t]

piqi

)2

+ mn
∑
i∈[t]

p2
i q

2
i

}
.

Hence, we have the second inequality of (19), completing the proof.

2.5. Generating function

In this subsection we give a generating function of Xt . Indeed, the method of calculation
for the generating function is the same as that given in [15], [17], and [19]. Considering the
probability generating function E(sXt (m,n)) = ∑

k≥0 sk
P(Xt (m, n) = k), we set

�(t)(s, x, y) :=
∞∑

m=0

∞∑
n=0

E(sXt (m,n))
xmyn

m! n! t
m+n.

Then we have

�(t)(s, x, y) =
t∏

k=1

{s(epktx − 1)(epkty − 1) + epktx + epkty − 1}.

In particular, if the probabilities are uniform, then

�(t)(s, x, y) = {s(ex − 1)(ey − 1) + ex + ey − 1}t .
By the Cauchy coefficient formula, we obtain (2). Moreover, (7) is also given by differentiating
�(t)(s, x, y) several times.

3. Weak law of large numbers

In [13, Proposition 1] it was shown that Xt/E(Xt ) converges to 1 in probability as t → ∞
under some additional conditions when the thrown probabilities are uniform, namely, pi =
qi = 1/t for i ∈ [t]. Here, we give some generalizations. Namely, we show a weak law of
large numbers under a general condition even if the thrown probabilities are not uniform.
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Note that when we consider limits concerning the number of urns t , the numbers of balls m, n

and thrown probabilities {pi}i∈[t], {qi}i∈[t] depend on t . Moreover, we introduce some notation
concerning the asymptotics along t . Namely, g(t) = o(f (t)) means that limt→∞ g(t)/f (t) =
0, and g(t) = O(f (t)) means that lim supt→∞ g(t)/f (t) < ∞ for positive f (t) > 0 and
g(t) > 0.

By Proposition 3, we see that the variance is not so large. Hence, Xt might concentrate
around E(Xt ). For convenience we use the following notation as the expectation of the number
of collisions.

E(t) := E(Xt ) =
t∑

i=1

{1 − (1 − pi)
m}{1 − (1 − qi)

n}.

We have the following statement under the condition of infinite collisions as t goes to ∞.

Theorem 1. If the expectation diverges, namely,

lim
t→∞ E(t) = ∞, (25)

then we have

lim
t→∞

Xt

E(t)
= 1 in probability.

Proof. By (16) and (25), we have

0 ≤ var(Xt )

(E(t))2 ≤ 1

E(t)
→ 0 as t → ∞.

Hence, by [6, Theorem I.5.4], we have the desired result.

We give the following concrete claim for (25) to be satisfied.

Claim 1. Assume that there exist ε1 > 0 and ε2 > 0 satisfying

lim
t→∞ |It (ε1, ε2)| = ∞, (26)

where It (ε1, ε2) := {1 ≤ i ≤ t : mpi ≥ ε1, nqi ≥ ε2}. Then (25) holds.

Proof. For ε > 0, m ≥ 1, and 0 < p < 1, if mp ≥ ε then

1 − (1 − p)m ≥ 1 −
(

1 − ε

m

)m

.

Hence, we have

E(t) =
t∑

i=1

{1 − (1 − pi)
m}{1 − (1 − qi)

n}

≥
∑

i∈It (ε1,ε2)

{1 − (1 − pi)
m}{1 − (1 − qi)

n}

≥
∑

i∈It (ε1,ε2)

{
1 −

(
1 − ε1

m

)m}{
1 −

(
1 − ε2

n

)n}

=
{

1 −
(

1 − ε1

m

)m}{
1 −

(
1 − ε2

n

)n}
|It (ε1, ε2)|

≥ (1 − e−ε1)(1 − e−ε2)|It (ε1, ε2)|
→ ∞ as t → ∞.
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The last inequality holds because 1 − (1 − ε/m)m is monotone decreasing with respect to m,
and the limit is 1 − e−ε. This completes the proof.

Example 1. We give examples which satisfy the condition of Claim 1.

1. Put m = n := t and pi = qi := 1/t for i ∈ [t]. Then It (1, 1) = [t] holds. Hence, we
have (26).

2. Put m = n := t , pi := i/
(
t+1

2

)
, and qi := (t − i + 1)/

(
t+1

2

)
for i ∈ [t]. Since mpi =

2i/(t + 1) and nqi = 2(t − i + 1)/(t + 1), we have{
i ∈ [t] : mpi ≥ 2

3

}
⊃

{⌊
t

3

⌋
+ 1, . . . , t

}
,

{
i ∈ [t] : nqi ≥ 2

3

}
⊃

{
1, . . . ,

⌊
2t

3

⌋}
.

Therefore, we obtain

It

(
2

3
,

2

3

)
⊃

{⌊
t

3

⌋
+ 1, . . . ,

⌊
2t

3

⌋}
.

Hence, we have (26).

Claim 1 means that if the number of urns satisfying the condition that the collision probability
is strictly positive is large then (25) holds. The condition of Claim 1 above is natural but strong.
In Claim 2 we state that even if the collision probabilities are not so large, (25) may be obtained.

Claim 2. Assume that

max
1≤i≤t

{pi} = o

(
1

m

)
, max

1≤i≤t
{qi} = o

(
1

n

)
, (27)

and

lim
t→∞ mn

t∑
i=1

piqi = ∞. (28)

Then (25) holds.

Proof. We use

(1 − x)n = 1 − nx + O(n2x2) for 0 < x <
1

n
.

Since pi = o(1/m) and qi = o(1/n) for i ∈ [t], we have

1 − (1 − pi)
m = mpi + O(m2p2

i ), 1 − (1 − qi)
n = nqi + O(n2q2

i ).

Therefore, using (27), we have

E(t) =
t∑

i=1

{mpi + O(m2p2
i )}{nqi + O(n2q2

i )}

= mn

t∑
i=1

{(1 + o(1))pi}{(1 + o(1))qi}

= (1 + o(1))mn

t∑
i=1

piqi

→ ∞ as t → ∞.

This completes the proof.
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Example 2. We give an example which satisfies the conditions of Claim 2. Putm = n := �t3/4�
and pi = qi := 1/t for i ∈ [t]. Then we have limt→∞ |It (ε1, ε2)| = 0 for arbitrary ε1 > 0
and ε2 > 0, since limt→∞ mpi = limt→∞ nqi = 0. Hence, (26) does not hold. However, (27)
holds by definition. Moreover, (28) also holds since mn

∑t
i=1 piqi ≥ �t1/2� → ∞ as t → ∞.

4. Poisson approximations and the Chen–Stein method

4.1. Poisson law of small numbers

We investigate Poisson approximations of the number of collisions. Before stating a theorem,
we prove the following lemma needed later.

Lemma 3. Let {ci(t)}i∈[t] be a positive sequence for t ∈ N. If

lim
t→∞ max

1≤i≤t
ci(t) = 0 (29)

and {∑t
i=1 ci(t)} is positively bounded, namely, there exists M > 0 which satisfies

t∑
i=1

ci(t) ≥ M > 0 for all t > 0, (30)

then, for all integer l ≥ 1, we have

lim
t→∞

∑
L⊂[t], |L|=l l!

∏
i∈L ci(t)

(
∑t

i=1 ci(t))l
= 1.

Proof. By the multinomial expansion, we have

( t∑
i=1

ci(t)

)l

=
∑

L⊂[t], |L|=l

l!
∏
i∈L

ci(t) +
∗∑

(i1,...,il )

l∏
k=1

cik (t), (31)

where ‘
∑∗

(i1,...,il )
’ denotes the summation for i1, . . . , il ∈ [t] and 1 ≤ |{i1, . . . , il}| < l.

Therefore, we have

0 <

∑∗
(i1,...,il )

∏l
k=1 cik (t)

(
∑t

i=1 ci(t))l

≤ l! (∑t
i=1 ci(t))

l−1 max1≤i≤t ci(t)

(
∑t

i=1 ci(t))l

≤ l! max1≤i≤t ci(t)

M

→ 0 as t → ∞. (32)

The first and second inequalities hold because of the positivity of {ci(t)}. The last inequality
holds because of (30). The convergence holds because of (29). Hence, by (31) and (32), we
have the desired result.

Theorem 2. Suppose that

lim
t→∞ max

1≤i≤t
mpi = 0, lim

t→∞ max
1≤i≤t

nqi = 0, (33)
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and that there exists λ > 0 satisfying

lim
t→∞ mn

t∑
i=1

piqi = λ. (34)

Then we have limt→∞ E(Xt ) = λ, and

L(Xt ) → Poi(λ) in distribution,

where L(X) is the distribution of the random variable X and Poi(γ ) denotes a Poisson
distribution with parameter γ > 0.

Remark 1. Popova [17, Theorem 2] showed a similar statement using a generating function.
However, it needs the condition that there exist 0 < C, C′ < ∞ satisfying C ≤ m2/t ≤ C′
and C ≤ n2/t ≤ C′, which our Theorem 2 does not require.

Proof of Theorem 2. We show that the lth factorial moment of Xt converges to λl for each
fixed l ≥ 1. In fact, it is known that the lth factorial moment of a Poisson random variable with
parameter λ is

E((Y )l) = λl

(see [7, Equation (2.13)]).
Letting L ⊂ [t] be a subset of urns whose cardinality is l, we consider the following term

presented in (7):

l∑
k=0

∑
I⊂L, |I |=k

(−1)k(1 − pI )
m =

l∑
k=0

∑
I⊂L, |I |=k

(−1)ke−mpI

(
1 − mp2

I

2
+ O(mp3

I )

)

= (1 + o(1))
∏
i∈L

(1 − e−mpi ).

The first equality holds because

(1 − p)m = e−mp

(
1 − mp2

2
+ O(mp3)

)
for 0 < p < 1.

The second equality holds because, for all I ⊂ L ⊂ [t],
0 ≤ mp2

I ≤ m
(
|I | max

1≤i≤t
pi

)2 ≤
(
l2 max

1≤i≤t
pi

)(
m max

1≤i≤t
pi

)
→ 0 as t → ∞,

which follows from (33). Therefore, we have

E((Xt )l) = (1 + o(1))l!
∑

L⊂[t], |L|=l

∏
i∈L

{(1 − e−mpi )(1 − e−nqi )}

= (1 + o(1))l!
∑

L⊂[t], |L|=l

∏
i∈L

{(mpi + O(m2p2
i ))(nqi + O(n2q2

i ))}

= (1 + o(1))l!
∑

L⊂[t], |L|=l

∏
i∈L

{(1 + o(1))mnpiqi}

= (1 + o(1))

( t∑
i=1

mnpiqi

)l

→ λl as t → ∞.
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The third equality holds because of (33). The last equality holds using Lemma 3. In fact,
we put ci = mnpiqi for i ∈ [t] in Lemma 3. Then (29) and (30) follow from (33) and (34),
respectively. The last convergence holds because of (34). Therefore, we have the convergence
of all the lth moments. We complete the proof using the same argument as that given in [13,
Equation (14), Theorem 3].

Corollary 3. Let Ft(x) := P(Xt = 0) be the probability without collisions when m = n :=
�√e−xt� for x ∈ R and pi = qi = 1/t for i ∈ [t]. Then we have

lim
t→∞ Ft(x) = e−e−x

for x ∈ R, (35)

which is the Gumbel distribution (see [18, Proposition 0.3]).

Proof. Fix x ∈ R. Since mpi = nqi = �√e−xt�/t = O(t−1/2) for i ∈ [t], we have (33).
Since

mn

t∑
i=1

piqi = �√e−xt�2

t
→ e−x as t → ∞,

we have L(Xt ) → Poi(e−x) in distribution as t → ∞ from Theorem 2. Namely, we have

lim
t→∞ P(Xt = k) = e−e−x (e−x)k

k! for k = 0, 1, 2, . . . ,

which yields (35).

Example 3. We give examples which satisfy the conditions of Theorem 2.

1. Put m = n := �√e−xt� for x ∈ R and pi = qi = 1/t for i ∈ [t]. Then, by the proof
of Corollary 3, we have L(Xt ) → Poi(e−x) in distribution as t → ∞. In this setup
we perform a numerical verification. Assuming that m = n = 10 and t = �100ex�, we
present values for both Ft(x) defined in Corollary 3 and e−e−x

for x ∈ [−3, 3] in Table 1.
It turns out that the probabilities are well approximated even if m, n, and t are not so
large.

Table 1: Ft (x) and e−e−x
if m = n = 10 and t = �100ex�for x ∈ [−3, 3].

x Ft (x) e−e−x

−3.0 1.243 665 × 10−5 1.892 178 69 × 10−9

−2.4 1.693 3537 × 10−4 1.631 9066 × 10−5

−1.8 0.004 006 545 0.002 358 693
−1.2 0.037 01089 0.036 148 60
−0.6 0.161 8725 0.161 6828

0.0 0.366 8358 0.367 8794
0.6 0.576 5954 0.577 6358
1.2 0.739 6319 0.739 9340
1.8 0.847 5404 0.847 6403
2.4 0.913 2151 0.913 2752
3.0 0.951 4309 0.951 4319
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2. Put m = n := �√t�, pi := i/
(
t+1

2

)
, and qi := (t − i + 1)/

(
t+1

2

)
for i ∈ [t]. Since

mn

t∑
i=1

piqi = (1 + o(1))
2(t + 2)

3(t + 1)
→ 2

3
as t → ∞,

we have limt→∞ L(Xt ) = Poi( 2
3 ) in distribution.

3. Put m := �√log t�, n := �t/√log t�, pi := (i
∑t

j=1 1/j)−1, and qi := 1/t for i ∈ [t].
Since mn

∑t
i=1 piqi → 1 as t → ∞, we have limt→∞ L(Xt ) = Poi(1) in distribution.

4.2. The Chen–Stein estimate

Finally, we give a simple estimate by the Chen–Stein method. We can give the same argument
as in [13, Theorem 4]. However, we simply utilize [1, Corollary 2.C.2] in virtue of the negative
association among {ξi}.
Theorem 3. Throw m white balls and n black balls into urns [t] with probabilities {pi}i∈[t]
and {qi}i∈[t], respectively. Then we have

dTV(L(Xt ), Poi(λ)) ≤ 1 − e−λ

λ
mn

{
(m + n)

(∑
i∈[t]

piqi

)2

+ mn
∑
i∈[t]

p2
i q

2
i

}
, (36)

where λ := E(Xt ) and dTV denotes the total variation distance between two distributions,
namely,

dTV(L(X), L(Y )) = 1

2

∑
k≥0

|P(X = k) − P(Y = k)|.

Proof. By the negative association among {ξi}, we make use of [1, Corollary 2.C.2]. Namely,
we have

dTV(L(Xt ), Poi(λ)) ≤ 1 − e−λ

λ
(E2(Xt ) − E((Xt )2)).

By (19) we have the desired result.

Example 4. To see (36), we illustrate concrete bounds appearing in Example 3.

1. Put m = n := �√e−xt� for x ∈ R, and pi = qi := 1/t for i ∈ [t]. Then we have

dTV(L(Xt ), Poi(e−x)) ≤ 2e−x/2(1 − e−e−x
)√

t
+ O

(
1

t

)
.

2. Put m = n := �√t�, pi := i/
(
t+1

2

)
, and qi := (t − i + 1)/

(
t+1

2

)
for i ∈ [t]. Then we

have

dTV

(
L(Xt ), Poi

(
2

3

))
≤ 4(1 − e−2/3)

3
√

t
+ O

(
1

t

)
.

3. Put m := �√log t�, n := �t/√log t�, pi := (i
∑t

j=1 1/j)−1, and qi := 1/t for i ∈ [t].
Then we have

dTV(L(Xt ), Poi(1)) ≤ 1 − e−1

√
log t

+ O(t−1(log t)1/2).
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