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NECESSARY OPTIMALITY CONDITIONS FOR PRIORITY
POLICIES IN STOCHASTIC WEIGHTED FLOWTIME
SCHEDULING PROBLEMS

THOMAS KAMPKE, * Uniuersitiit Passau

Abstract

Conditions implied by the optimality of static priority policies in a
special class of stochastic scheduling problems will be derived.

STOCHASTIC SCHEDULING, STATIC PRIORITY POLICY

A recent paper, Kampke (1987), considered the problem of processing a set of jobs
{1, ... , n} on n parallel processors (or machines) with possibly differing speeds
St ~ .•• ~ s; ~ 0, St > 0, a speed of a processor being the rate at which it performs
work. It was assumed that the service times of the jobs are independent exponentially
distributed with parameters At, ... , An; service times refer to machines with speed 1.
When a job with parameter Ai is processed on a machine with speed Sj until its
completion, the actual processing time is exponentially distributed with parameter Aisj •

Preemption was permitted at all times. Let t i denote the time at which job i is
completed. The paper showed that the condition

(OPT)

is sufficient for the weighted flowtime I:7=t Wit i (Wi denoting some positive weight of job
i) to be minimized in expectation by the static priority policy which always assigns the
uncompleted job of ith least index amongst uncompleted jobs to the ith machine. A
priority order on the jobs will be denoted by 1 c ... c n, giving job i the ith greatest
priority. The static priority policy associated with this priority always processes the
uncompleted job of ith greatest priority amongst uncompleted jobs on processors i. The
given result generalizes certain results of Weiss and Pinedo (1980). More recently,
Weber (1986) has established the sufficiency of this condition when jobs have more
general service time distributions and all processors have the same speed.

The purpose of this letter is to remark that (OPT) is also a necessary condition if a
static priority policy is to be optimal for all constellations of machine speeds
St ~ ••• ~ s; ~ 0, St > O. To see this, first consider the case St = 1, S2 = ... = s; = O. The
static priority 1 c ... en is optimal iff wt/EXt ~ •.. ~ wn/EXn, (for example, see the
proof of Smith's rule in Conway et al. (1967)), where EXi is the mean service time of
job i. Because EXi = 1/Ai it remains to show Wt ~ ..• ~ Wn. In the situation St > ... >
s; > 0 with positive probability any two jobs u and v with u < v may be the last to be
completed. Let Guv (respectively Gv u ) denote the expectation of the sum of the
weighted flowtimes of these two jobs when u (respectively v) is assigned to the fastest
processor and v (respectively u) to the next fastest processor. The optimality of
1 c ... c n, the memoryless property of the exponential distribution and the allowed
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preemptions imply Guv - Gv u ~ O. Thus simple calculations lead to

wv(St - S2)j(Aust + AvS2) - wu(St - S2)j(AuS 2 + AvSt) ~ O.

Now, S2~St results in Wu ~ wv, completing the argument.
Allowing processors of different speeds is essential. Consider processing of four jobs

on 1, 2 and 3 machines of identical speeds. Suppose the jobs have weights
W = (Wt, · .. ,w4 ) and parameters A= (At, ... ,A 4) . There are examples which show
that if (OPT) does not hold: (a) there may be a single static priority policy which is
optimal for any number of processors ~3, W = (106

, 106
, 10, 10 + 10- 6

) , A=
(106

, 106
, 10, 1), (b) there may be optimal static priority policies, but they may depend

on the number of processors, W = (107
, 106

, 10, 15), A= (106
, 106

, 20, 10), and (c) there
may be no static priority policy which is optimal, W = (106

, 106
, 2, 10), A=

(106
, 1, 10, 1). In case (a) 1 c 2 c 3 c 4 is optimal and in case (b) 1 c 2 c 3 c 4 is optimal

for 1 processor and 1 c 2 c 4 c 3 is optimal for 2 and 3 processors. In case (c)
1 c 2 c 3 c 4 is optimal for 1 processor, 1 c 2 c 4 c 3 is optimal for 3 processors and for
2 processors it is optimal to start with jobs 1 and 2; if job 1 finishes before job 2,
continue with 2 c 3 c 4, otherwise with 1 c 4 c 3.
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