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Abstract. Magnetic fields are one of the most important drivers of the highly dynamic processes
that occur in the lower solar atmosphere. They span a broad range of sizes, from large- and
intermediate-scale structures such as sunspots, pores and magnetic knots, down to the smallest
magnetic elements observable with current telescopes. On small scales, magnetic flux tubes are
often visible as Magnetic Bright Points (MBPs). Apart from simple V/I magnetograms, the most
common method to deduce their magnetic properties is the inversion of spectropolarimetric data.
Here we employ the SIR code for that purpose. SIR is a well-established tool that can derive not
only the magnetic field vector and other atmospheric parameters (e.g., temperature, line-of-sight
velocity), but also their stratifications with height, effectively producing 3-dimensional models
of the lower solar atmosphere. In order to enhance the runtime performance and the usability
of SIR we parallelized the existing code and standardized the input and output formats. This
and other improvements make it feasible to invert extensive high-resolution data sets within a
reasonable amount of computing time. An evaluation of the speedup of the parallel SIR code
shows a substantial improvement in runtime.

Keywords. Sun: photosphere; techniques: polarimetric; methods: data analysis; methods: nu-
merical

1. Introduction
For the investigation and understanding of processes involving small-scale magnetic

features in the solar photosphere it is essential to obtain detailed information about the
underlying magnetic field. This can be done through simulations or observations. In the
case of observations one can choose among several possibilities to study the properties
of the field. Proxymagnetometry, for instance, exploits the intensity variations caused
by the magnetic field to detect magnetic features and follow their evolution (Steiner
et al. 2001 or Schüssler et al. 2003). Other methods use (spectro)polarimetry: due to the
Zeeman effect, magnetic fields induce polarization in spectral lines and thus spectropo-
larimetric observations can yield insights into the physics of the solar atmosphere. For the
interpretation of the data one can apply sophisticated computer codes which solve the
radiative transfer equation and determine the physical conditions under which the light
was emitted. Our group uses the SIR code (Stokes Inversion based on Response Func-
tions, see Ruiz Cobo & del Toro Iniesta 1992 and Bellot Rubio 2003b) for the inversion
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of spectropolarimetric measurements. SIR retrieves not only the atmospheric parameters
(temperature T , line-of-sight velocity vLOS , magnetic field strength B, and magnetic field
angles), but also their stratifications along the line of sight. This is done by computing
synthetic Stokes spectra from an initial guess model, comparing them to the observa-
tions, and modifying the model until the synthetic profiles fit the observed ones (i.e., the
χ2 values become minimum). For this fitting procedure a Marquardt algorithm is used.
Sometimes the algorithm is unable to find the global minimum of the χ2 function and
the code fails to converge.

The original SIR code can only invert one pixel at a time, while modern solar po-
larimeters provide us with an enormous wealth of data consisting of millions of pixels
within a time series. For the inversion of such huge amounts of data we parallelized the
SIR code (see Section 2.1). We also introduced a new input/output strategy (Section 2.2)
and implemented the possibility of using multiple initial model atmospheres to solve rare
cases of non-convergence (Section 2.3). The achieved speedup is discussed in Section 3
and the conclusions are summarized in Section 4.

2. Parallelization and extension of the SIR code
2.1. Parallelization Strategy

We included MPI (Message Passing Interface) routines in the SIR code, enabling the
usage of a cluster computing system for the inversion. Figure 1 shows the workflow of
the parallel SIR code. A master-slave topology was incorporated, i.e., one master process
performs all input/output and distributes the work to slave processes. This is possible
since the pixels are treated separately and inverted independently of each other. In order
to achieve a high speedup, we had to modify the input and output modules of SIR (see
next section). Except for that, the functionality and numerical setup of the original SIR
code remains the same.

2.2. New input/output features
While the serial SIR code uses ASCII input and output files for each single pixel, we had
to implement a more sophisticated format to better handle large amounts of data. We
chose the FITS (Flexible Image Transport System, see Pence et al. 2010) standard as it
is widely spread among the scientific community and easy to use. The following (partially
optional) changes regarding the input/output were made compared to the serial version
of the SIR code:
• Input of the observed Stokes spectra via FITS files.
• Optional input of a pixel mask for the inclusion and exclusion of single pixels.
• Optional inversion of a time sequence using the same settings for each time step.
• Optional use of a different wavelength grid and stray light profile for each pixel.
• Output of all inversion results† via FITS files.
We introduced a so-called init file enabling the user to control the new features of

the parallel SIR code. The control file of the original SIR code remains the same and still
contains the main settings of the inversion, such as the names of the atomic data and
abundance files, the atmospheric parameters to be retrieved, and the number of nodes
for each physical quantity.

The current state of the inversion (number of inverted pixels, number of pixels to be
inverted, elapsed time, estimated time of the whole inversion) is written to a text file
called PROGRESS to inform the user about the inversion progress.

† synthetic spectra, retrieved model atmospheres and their errors, plus additional information
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Figure 1. Flow chart of the parallel SIR code. The procedure tree inside the left box corresponds
to the master process, whereas the tree within the right box represents one of the slave processes.
The module labeled “Do inversion” essentially contains the functionality of the serial SIR code.

To prevent data loss in case of the failure of a process, the results are periodically
written to the output files. The frequency of this backup is specified in the init file.

2.3. Multiple initial model atmospheres

For certain combinations of input data (spectra, initial models), the SIR code may fail
to converge. Moreover, experience shows that in regions with weak polarization signals
the solution may depend on the initial guess model. In order to avoid non-convergence
and improve the best-fit χ2-values, we implemented the possibility of using multiple
initializations. If this option is selected, a set of different initial model atmospheres is
created in a permutative way and the inversion of each pixel is repeated using all these
models. In the end, the solution providing the best fit (i.e., the lowest χ2) is selected and
used for the output.

The values of the initial models are defined by the user and should cover the parameter
space as densely as possible. In particular, the initial gradients of B, vLOS , and field
inclination can be specified, both in sign and in magnitude. Trying different combinations

https://doi.org/10.1017/S1743921315004858 Published online by Cambridge University Press

https://doi.org/10.1017/S1743921315004858


254 S. Thonhofer et al.

Figure 2. Speedup of the parallel SIR code with respect to the serial version. The dashed line
represents linear speedup.

of the parameters increases the reliability of the inferences, especially when it comes to
determining the sign of the gradients from noisy and/or coarsely sampled Stokes profiles

Tests have shown that the code often converges very well with just one initialization.
The advantage of different initializations is that they resolve rare cases of non-convergence
and also ensure that the correct solution is chosen among weak and strong fields, large
and small inclinations to the vertical, etc. Thus, they usually lead to better χ2-values.

3. Speedup
The quality of a parallelization can be measured in terms of the speedup, SN , defined

as

SN =
t1
tN

,

where t1 is the execution time for only one processor (in our case, running the serial
version of the SIR code), and tN is the execution time using N processors. In the ideal
case, the relationship is linear, i.e., SN = N . In practice, however, the speedup is limited
by non-parallelizable operations, such as file input/output or memory access. Figure 2
displays the speedup of the parallel SIR code. We measured the execution times for the
same pixels and settings using a different number of MPI processes on the cluster system
of the Instituto de Astrof́ısica de Andalućıa. In order to obtain the reference value t1 we
applied the serial SIR code to the same pixels.

It is remarkable that the speedup is superlinear† in each measurement. This behavior
is most probably caused by cache effects: if N is large enough, the capacity of the ac-
cumulated cache will be sufficient to hold enough data of the program as to reduce the
memory access time, thus leading to an increased speedup. In addition, the input/output
operations are reduced to a minimum in the parallel SIR code. These operations are very

† We wish to note that the actual outcome of this experiment may vary slightly depending
on the utilization of the cluster by other users.
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time consuming because they involve disk access, so avoiding them significantly increases
the code performance.

4. Conclusion
SIR is an advanced tool for the numerical inversion of the radiative transfer equation.

It enables the user to deduce physical quantities within the solar photosphere and their
gradients from observed Stokes spectra. In order to facilitate the application of the code
to modern high-resolution data sets we improved its runtime performance by fully paral-
lelizing it. This improvement goes along with other new features, e.g., the implementation
of new input/output routines for direct access to FITS files. The new version of SIR can
be run on high-performance clusters to invert large datasets within a reasonable time
span. The most important improvements with respect to the original SIR code are:
• The parallelization enabling the inversion of more than one pixel per call using

several processor cores.
• Reading the input spectra from standardized FITS files.
• Writing all output data to standardized FITS files.
• Excluding single pixels from the inversion via the usage of a pixel mask.
• Inversion of a whole time sequence in one call.
• Periodic backup of output results in order to prevent data loss.
• Using different initial model atmospheres to improve the fits.

Most of these features are controlled via the newly introduced init file. Information
about the current status of a running inversion is written to a file called PROGRESS.

The speedup of the parallel SIR code compared to the original version shows a su-
perlinear trend. This is a remarkable behavior for a parallel program. Already a linear
speedup would indicate a proper implementation of the parallelization (i.e. no system-
atic errors were made during the conceptual design phase of the parallelization as well
as during the programming phase). The superlinear trend is most probably linked to the
significant input/output optimizations and beneficial cache effects.

The user of the parallel SIR code can optionally apply a new strategy of inversion.
Instead of running the inversion with only one initial model atmosphere, a set of different
models covering the range of meaningful parameter values can be employed to invert each
pixel. The solution providing the best fit to the data is selected and stored as output.
First tests have already shown the validity of this approach.

The parallel version of SIR can be downloaded from http://spg.iaa.es/downloads.
In the future, we also plan to parallelize SIRGAUSS and SIRJUMP (Bellot Rubio 2003a).
These codes implement Gaussian perturbations and discontinuities of the atmospheric
parameters along the line of sight, respectively, and can be used to invert spectra from
sunspot penumbrae and the quiet Sun.
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