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Let f(x) be a real-valued function defined on an interval

<
1 :[0,2]. For each point x in I we form the series I u ,
2 a n=0 °
where u =x and u =f(u ) for n> 0. If the series

o n+1 n -

0

Z u converges, x will be called a point of convergence;
n=0 °
if this series diverges, x will be called a point of divergence.
In this note several properties of sets of cozwergencz-:2 will be
obtained. We shall always assume that:

(1) f is continuous on Ia ,
(2) £(0) =0, Off(x)<x for 0<x<a.

Fort and Schuster [1] showed that if f satisfies (1) and (2) as
well as the following additional conditions on an interval Ib:

(3) f is differentiable in Ib ,

(4) there exists a positive constant c such that
f'(x) >c in Ib ,

if 0< <b, > f ,
(5) if x1 <x2 b f(xi)/xi__ (XZ)/XZ>O
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The set of convergence is the set of points of convergence.
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then, for each point x=u In Lb, the series £ u converges
o n
n=0
b

or diverges according as the integral | 4

—_d converges
vy - °

or diverges.

THEOREM 1. If the function { satisfies conditions (1)

and (2) in the interval I and there exists a number b,
a

0<b<a, suchthat f is nondecreasing in Lb , then the set

of convergence for f is either the entire interval I or itis
3 ——

a closed set containing 0 as an isolated point. Furthermore
each closed set in I which contains 0 as an isolated point
E

is the set of convergence for a function satisfying (1) and (2) in

I as well as (3), (4), and (5) in some interval Ib .
a

Proof: 1If b is a point of convergence and 0<y <b,

f(n) (n)

then, since f is nondecreasing in Tb' (y) <f "(b) for

all n; consequently y is a point of convergence. (We shall

(n)

th
use the symbol f to denote the n  iterate of f.) In this
case all points of Ib are points of convergence. If b is a

point of divergence and 0 <y <b, then, since {f(n)(y)} is
a null sequence, there exists a number k such that

k
f( )(b)ﬁy . Again, since f is nondecreasing in Lb ,

+k
f(n )(b) < f(n)(y) for all n; hence y 1is a point of divergence.
Thus, if b is a point of divergence, all points of the interval
(0,b] are points of divergence.

Now let x be an arbitrary pointin I . The sequence
a

{f(n)(x)} is monotone nonincreasing in n, and it tends to
zero for each x . By a well-known theorem of Dini, the
n
sequence {f( )(x)} tends uniformly to zero on I . Thus,
a
there exists a natural number N , independent of x, such

that if n > N then each point f(n)(x) lies in Lb If b isa
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. (N) . .
point of convergence, then f '(x) is a point of convergence for

each x in I ; certainly the point x is likewise a point of
a

convergence. If b is a point of divergence, then the only point

of convergence in Ib is 0 ; the point x is a point of convergence

if and only if it lies in one of the sets

Fo= {xi™x) =0)

I

Since f is continuous, each set F is closed. The set of
n
convergence is the union of the sets F (n=0,1,...,N), and
n

therefore it is closed. Since f does not vanish in (0,b],
0 is an isolated point of convergence.

This concludes the proof of the first part of the theorem.
We note that if (3), (4), and (5) hold in Ib , then, if
b

f — dy converges, the set of convergence is I , while
0 Yy - f(Y) a

if this integral diverges, the set of convergence is a closed set

containing 0 as an isolated point.

Now let F denote a closed set which contains 0 as an
isolated point. We construct a function f which satisfies (1)
and (2) on an interval Ia, as well as (3), (4), and (5) on an

interval Ib with 0 <b <a. We take b_<. 1/2 and such that
the interval Lb contains no point of F except 0. We define

f as follows:

- (x-xz)d(b, F)

B = o m v 1 0sxs<b,
(b-bz)d(x F)
f(X) = W b 5 x_s a,

where d(x, F) denotes the distance of the point x from the set
b
F . We note that the integral f N A— dy diverges. The

set F is the set of convergence for f.
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THEOREM 2. The set of convergence for a function f is
a set of type FG_.

Proof. The point x is a point of divergence if and only if,
for each positive integer j there exists a number n such that

Y
(6) Z f(x)>] -
i=0
Let G, denote the set of points which satisfy (6). Each set
Jl
G. is open. The set of divergence is the set n U G, n’
J’n j n J’
and this set is of type G6 . Therefore, the set of convergence

‘s of )
is of type FG

THEOREM 3. If f satisfies (1) and (2), and its set of
divergence is nonemp_t—y;_, then for each x#0, the interval
(f(x), x) contains points of divergence. If, for each positive §,
the interval (0, &) contains points of convergence, then the
interval (f(x),x) contains points of convergence.

Proof. We prove only the second part of the theorem;

the first part is proved similarly. Againlet u_=x and u = f(u )
0 n+1 n

for n> 0. It follows from (1) and (2) that {u } is a null
= n

sequence. There is a point of convergence z arbitrarily close

to 0. For some positive integer r , z must lie in the
: . (r) (r)
t 1 , .5 f = 4 f = ,
interva (ur+1 ur) ince (uo) ur an (u1) ur+1
(r)

there is a point w 1in the interval (u1,u0) such that ' (w) =z ;

w is a point of convergence.

THEOREM 4. Suppose that f satisfies (1) and (2) and
that the interval (0, 8) contains points of convergence for each
positive & . 1f x is a point of divergence and y is a point of
convergence, then the interval between x and y contains both
points of convergence and points of divergence.

Proof. Without loss in generality we may take y < x .
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Again we let uozx, =f(uk) for kZO , vo=y,

Sur1

Virt =f(vk) for k>0 . Since y is a point of convergence

it is impossible that v, > Uy for all values of k, for then

oo} 0

we would have Z v > Z u =, and y would be a point
k=0 = k=t °

of divergence. Hence there exists a positive integer X such

that v <u s < a By the intermediate value theorem
: L+ K
(k)

there is a point w, v <w<u , suchthat ' (w) =u, ;
o o)
clearly w is a point of divergence. By Theorem 3 the interval

(s

v. <u , v. <z' <u . Again by the intermediate value
k k+1 k k

theorem there is a point z suchthat v <z<u and
o

o
f(k

,uk) contains a point of convergence z' ; since

)(z) =z' ; z is a point of convergence.
We conclude with the following problem.

If f satisfies the conditions (1) and (2), and m‘5 denotes

the Lebesgue measure of the intersection of the set of divergence
with the interval [0, 8], is it true that lim ma/é =0 if and

a < §—=0
only if f x-_f(x) dx <o ?
0
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