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            W
hile we both focused on quantitative 

methods as graduate students, we do not 

recall anyone who expressed a wish to 

become a data scientist, even among 

those seriously considering careers out-

side of academia. We completed our PhDs in 2008 and 2009 

respectively, and have since been fortunate to spend time at 

the Food and Drug Administration; as consultants for the 

US Agency for International Development, the Department 

of Defense, the Defense Advanced Research Projects Agency, 

and other federal agencies; and in large technology compa-

nies in Silicon Valley. 

 Having followed the data science path for several years, 

we have identifi ed some areas where political science quan-

titative methods training overlaps with the essential ele-

ments of the data scientist’s toolkit: experimental design and 

causal inference; design and analysis of survey data; predic-

tive modeling; and fi nally implementing methods in comput-

ing languages such as R or Python. In all the areas we discuss, 

one’s employability increases markedly as the level of tech-

nical depth increases.  

 EXPERIMENTAL DESIGN AND CAUSAL INFERENCEE 

 Experimental design and causal inference are extremely impor-

tant in the industries in which we have worked, particularly 

in pharmaceuticals and technology companies. In contrast 

to the observational nature of many social science analyses, 

experiments in the industries in which we have worked often 

start with a randomized design. 

 For internet-based technology companies, it is relatively 

easy to run experiments over a sample of users. Hal Varian, 

Chief Economist at Google, points out that ‘kaizen’, a philos-

ophy of continuous incremental improvement through iter-

ative experimentation, is the heart of engineering innovation 

(Varian  2007 ). Engineers routinely run randomized experi-

ments to determine if a change has an eff ect on targeted out-

comes (c.f. Kohavi, Henne and Sommerfi eld  2007 ). 

 Likewise, in pharmaceuticals, experimental design is a 

critical component of assembling clinical trials protocols 

for regulatory submission, review, and approval. Before a 

drug or medical device trial starts, representatives from 

the pharmaceutical company and the relevant regulatory 

agency agree to a long list of issues, including: the relevant 

patient population, the method of selecting trial participants, 

the randomization of participants to test and control, the 

clinical outcomes to be recorded at agreed-upon intervals, 

the margin between treatment and control groups that would 

constitute a successful trial, and sometimes even the specifi c 

statistical test that would be used to calculate the trial’s suc-

cess or failure. 

 Data scientists should have the ability to develop solid 

research designs and test assumptions to ensure that the 

inferences being drawn are reliable. When randomized 

experiments are appropriately designed and executed, they 

may be analyzed with relatively straightforward methods, 

such as a simple difference in means, test of equal propor-

tions, or a chi-square test. When experiments involve testing 

three or more treatments simultaneously, the data scientist 

also needs to understand interaction eff ects and proper fac-

torial design. 

 Running randomized experiments in the real world often 

involves practical challenges that can signifi cantly aff ect infer-

ences. Consider a few examples: clinical trial participants may 

not take the prescribed dosage at the prescribed time, which 

means that patient outcomes may or may not be a result of 

the drug or device under study. In industry, many marketing 

applications pose a challenge since exposure to some types 

of advertising like TV and radio cannot be controlled at the 

individual-level. In other instances, if users assigned to con-

trol fi nd out about the new feature being tested in the treat-

ment group, the experiment might be contaminated if the 

control units try to game the system to access the new feature. 

  Even if the applications are somewhat diff erent, the skills 

learned in political science graduate programs are directly rele-

vant to the analysis of experimental data in industry. Common 

methods employed in the analysis of imperfect experiments 

include propensity score matching, instrumental variables esti-

mation, and causal graphical models, methods similar to those 

used in political science for the analysis of fi eld experiments, 

natural experiments, and observational data. 

 In addition, quasi-experimental methods may be employed 

to help make causal inferences when fully randomized designs 

are not possible. These quasi-experiments may take the form 

of region-based comparisons, such as when an intervention is 

done in one set of countries or regions but not others. A sound 

grounding in time series analysis and related regression tech-

niques is required since many studies need to compare a 

pre-period without any intervention to a post-period after the 

intervention has occurred (c.f., Lambert and Pregibon  2008 ). 

Simply running a regression is not usually enough; but rather 

being able to exploit natural or induced variation in a clever 

way can dramatically improve the study design. 
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 We believe this is a good example where seeking greater 

technical ‘depth’ as part of a graduate program will help candi-

dates stand out during the interview process. Many advanced 

statistics courses on causal inference cover methods for ana-

lyzing quasi-experiments and addressing non-compliance, 

but these should be more regularly off ered as part of political 

science programs.   

 SURVEY DESIGN AND ANALYSIS 

 Given that survey analysis has deep roots in political science, 

there is a good fit between the training provided in many 

graduate programs and the requirements for being a survey 

analyst in industry. Surveys are particularly useful for identi-

fi cation of trends and market sizing. 

 Companies frequently conduct surveys to provide insights 

into market and consumer trends. In many cases, surveys 

complement experimentation since a test cannot necessar-

ily explain why a particular product feature was successful or 

unsuccessful. Conducting surveys in conjunction with experi-

ments can sometimes provide a story to fill this gap. When 

companies operate in distinct markets, surveys may be useful 

in understanding cross-cultural and market-specifi c features 

that may help or handicap a product launch. Surveys can also 

help inform product deployment decisions by estimating 

the demand for a new product. For example, epidemiological 

studies can inform drug development decisions by estimat-

ing the prevalence of specific diseases in the population 

(c.f., Parekh et al.  2011 ). 

 Surveys in industry face the same challenges as in other 

areas such as political and opinion polling, particularly 

low and declining response rates. Accordingly, good survey 

analysts will have familiarity with statistical techniques 

like non-response weighting and missing data imputa-

tion. There are also a variety of modes in which surveys are 

conducted: in-product, e-mail, Internet panels, and occasion-

ally by telephone. Research on mode effects is thus highly 

relevant.   

 PREDICTIVE MODELING 

 Predictive modeling has become crucial to many compa-

nies with big data problems. Access to huge datastores is 

not enough by itself without methods to derive actionable 

insights. From recommendations systems that give personal-

ized viewing suggestions to subscribers to detecting potential 

fraud to modeling when customers are likely to cancel sub-

scriptions, good predictive models can materially affect the 

bottom line. Both parametric modeling and machine learning 

methods may be employed to developing these models. 

 In our experience, most political science graduate pro-

grams emphasize parametric modelling, with less attention 

paid to unsupervised machine learning. Certainly, having a 

solid grounding in linear regression and related methods is a 

prerequisite for many positions that involve predictive mod-

eling. In addition, survival models that predict time to failure 

are frequently used to model the rate at which customers are 

likely to cancel service (Van den Poel and Larivière,  2004 ). 

 Exposure to machine learning methods, such as support 

vector machines, random forests, boosting techniques, and 

other methodologies is often required for many positions. 

Some roles also necessitate familiarity with natural language 

processing (NLP) methods, including topic modeling and 

sentiment analysis. In the last several years, these methods 

have also gained popularity in political science (Hopkins and 

King  2010 ; Quinn et al.  2010 ), so graduate students may be 

familiar with them. However, many roles require substan-

tial depth in machine learning methods, and so candidates 

considering a career in industry may want to supplement 

the traditional graduate coursework with additional training. 

As we discuss below, knowledge of programming languages 

is also essential, and this is particularly true in the machine 

learning area as training and validating models requires sub-

stantial data processing.   

 COMPUTING AND VISUALIZATION 

 We were fortunate that in our graduate program, R was the 

required language in methods courses; we both became fairly 

profi cient R programmers. This was helpful not only because R 

is widely used in industry, but also because facility with one pro-

gramming language makes it somewhat easier to learn another 

and also signals to employers that the applicant can do so. 

 Proficiency with R (or Python) is not the only require-

ment for aspiring data scientists. For our research in graduate 

school, we worked with datasets on the order of hundreds of 

thousands of rows. Now we routinely work with datasets on 

the order of billions of rows. SQL is therefore widely used to 

pull data. While neither of us learned SQL in graduate school, 

understanding equivalent concepts in R (e.g., “merge” being 

similar to “join”) was helpful. Nevertheless, more focus on 

databases would likely be beneficial in graduate programs, 

and would also enable more researchers to undertake large 

scale analyses in political science as well. 

  Data visualization has also taken on increased importance, 

since many companies track a slew of metrics on a daily basis 

or even in real-time. These must be intelligently presented, 

however, since it is easy to lose track of what is most impor-

tant when so much data are available. Many data scientists 

   Common methods employed in the analysis of imperfect experiments include propensity 
score matching, instrumental variables estimation, and causal graphical models, methods 
similar to those used in political science for the analysis of fi eld experiments, natural 
experiments, and observational data. 
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   For our research in graduate school, we worked with datasets on the order of hundreds of 
thousands of rows. Now we routinely work with datasets on the order of billions of rows. 
SQL is therefore widely used to pull data. 

develop dashboards that concisely summarize information 

and that allow the user to draw his or her own conclusions. 

This in turn requires both technical skill in creating the 

visualizations and the analytic insight to highlight that which 

is most critical. Fortunately, tools like Shiny are now available 

that enable interactive visualizations within web applications 

that are easily shared across users. Someone already famil-

iar with R can thus create web apps without needing to learn 

JavaScript. These tools should be included in methods courses 

so that graduate students can gain all the skills necessary to 

be a successful data scientist.   

 CONCLUSION 

 Graduate students who take quantitative methods courses 

in political science will be prepared to enter the workforce as 

data scientists. Experimental design, causal inference, survey 

design and analysis, and predictive modeling are all highly 

relevant in today’s big data environment. Candidates consid-

ering such a path may wish to go beyond the standard course-

work, especially in the areas discussed above. Some examples 

include courses that provide a rigorous grounding in causal 

inference (both for experimental and quasi-experimental 

designs); advanced survey design and analysis; advanced 

statistical modeling (such as survival modeling), and super-

vised and unsupervised machine learning. Graduate programs 

should also evolve their curriculum to keep pace with the 

tools (such as SQL, R, and Python) that are used in industry. 

Finally, graduate students should engage in professional 

development by presenting research at conferences and other 

forums. The communication skills learned in graduate school 

are equally as important as the technical skills to be successful 

in today’s workforce.       
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