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1, Introduction. One of the fruitful tools for examining 
the properties of a Riemannian manifold is the study of 
"geodesic deviation". The manner in which a vector, repre­
senting the displacement between points on two neighbouring 
geodesies, behaves gives an indication of the difference between 
the manifold and an Euclidean space. The study is essentially 
a geometrical approach to the second variation of the length-
integral in the calculus of variations [1] . Similar considera­
tions apply in the geometry of Lyra [21 but as we shall see, 
appropriate analytical modifications must be made. The approach 
given here is modelled after that of Rund [33 which was originally 
designed to deal with a Finsler manifold but which applies equally 
well to the present case. 

We shall use the notation of Scheibe [41 as far as possible 
except that our curvature tensor K r

x ^ is the negative of his. 
This convention conforms more closely with the classical usage. 

2. Fundamental definitions . In the geometry of Lyra 
the autoparallels are the curves x*(t) whose tangent vectors 
% i = x°x^(t) satisfy the differential equations 

(1) d f i /d t+ ? / k I j l k = 0, 

where 

J k J k J k j k k j 

The significance of the functions involved here is fully explained 
in Lyra, or in the preceding paper of Sen in this journal. 

Corresponding to the connection (2) we may define a 
covariant derivative 

(3) X 1 . = ( x 0 ) " 1 X 1 . + r * . X r ; X 1 . = 7>X i / '&x , \ 
ÎJ ,J r J ,J 
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w h e r e X1 i s an a r b i t r a r y v e c t o r (in the s e n s e of L y r a ) . By 
d e m a n d i n g tha t the p roduc t r u l e r e m a i n va l id , t h i s d e r i v a t i v e 
can be defined for a r b i t r a r y t e n s o r s . In p a r t i c u l a r , if <f> i s a 
s c a l a r , we have <(>., = (x°) <t> ̂  • F u r t h e r m o r e if a s y m ­
m e t r i c m e t r i c t enso ' r , g . . , i s def ined on the s p a c e , so tha t we 
i n t e r p r e t 

(4) F ( x , X ) s ( g i j ( x ) X i X j > i 

a s the l eng th of a v e c t o r X , we have 

(5) g i j ; k = (x°)-i g . . k . g r j r . r
k . g i r r . r

k , 

and the condi t ion tha t the space be m e t r i c i s 

<5'> ê i j ;k = 0. 

T h i s cond i t ion , t o g e t h e r wi th (2) , y i e l d s [2] 

We u s e g— and i t s i n v e r s e g1^ = [de t (g£- ) l " ( co fac to r g — ) 
to r a i s e and l o w e r t e n s o r i n d i c e s . 

The c o m m u t a t i o n f o r m u l a e c o r r e s p o n d i n g to (3) a r e 

X l ; h ; k - X S k ; h = "^r^hk + X^rSik' 
( ? ) r r 

X i ; h ; k • X i ; k ; h = ~ X i ; r H hk " X r K i h k ' 

w h e r e 

Hrhic = H s j < * k - * k > - s k ( ^ h - * h i ] . 
( 8 ) • -1 2 

4h = (x°) l[M*P) ]>h. 

K r W <*°>'2 £ < x ° r A > , k - ( * 0 r V k > , h 
(9) 

.(xor^Hxor^^xor^Hxor^)]. 
The f o r m u l a e (7) m a y be ex tended to t e n s o r s of h i g h e r o r d e r . 
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In particular, 

êij;h;k " êij;k;h = " hy.T^hk ~ « r j ^ h k ~ SirKjPhk* 

In view of (51), then, it follows that 

(10) K i j h k + K j i h k = 0 

and hence K^j^ is skew-symmetric in its first two and last 
two indices. 

The identity, where Xk = Xk(x), 

(11) (x 0 ) - 1 F(x ,X) > k - 2 F ( x , X ) / * X r f j r
k XJ = 0 

will also be useful in the sequel. This is obtained by differen­
tiating (4) convariantly with respect to x . Since F(x, X) is a 
scalar, the left side yields (x0)"1 [F k > (* F / ~*> X r ) X r

k ] 
and, in view of (51), the right side gives (F)"* gjjX^-X-^. 
Using (3) and noting that c> F/ "fc XJ = (F)"1g ijX i , we obtain 
(11). It is noteworthy that the partial derivatives of Xk do not 
occur in (11). 

3« The general problem. We consider a two-dimensional 
subspace L£ which may be represented parametrically by 
x1 = x1 (u,v). The tangent vectors (in the sense of Lyra) to the 
coordinate curves on this surface are 

(12) Ç1 = x ^ x 1 / *à u = x ° x i
u ; V = x ° ^ x i / ^ v = x ° x i

v 

and we assume that these are linearly independent throughout 
the region under consideration. Note that 

by virtue of the definition (8) of <p . 

Covariant differentiation along the coordinate curves is 
defined by 

(13) S x W S u r X 1 ^ ? 1 1 1 ; ^ ^ ^ ^ m l " 1 * 

In particular, 
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Carrying out a s imilar calculation for bf\1/ Su and taking the 
difference, we find, by (121), (2) and (8), that 

(14) S Ç V & V - S-r,*/ Su =^nrnC-)m^ 

The mixed derivatives 6 2 X V ^ v S u and S2XVSu&v 
are easily calculated from (13). It follows that 

S 2 X V S v S u - S 2 X V &u Sv 

= ( X l
; n ; m - X l . œ . n ) g a T B a

 + X i . n ( 8 Ç » / S v - S f / S u ) 

= "Vmn Ç n 1 m • 

where the second equality is obtained from (7) and (14)* In 
par t icular 

(15-) S 2 Ç V S v S u - S 2 Ç 1 / E a S v ^ K ^ ^ r £ n ^ m . 

We a re now in a position to examine the deviation of 
neighbouring curves v = constant. Let c be an a rb i t r a ry 
finite constant and let £ be a small constant. Consider the 
curves C: v=c and C* : v=c +£ • Since the curves u = constant 
in tersect both C and C*, a natural correspondence is es tab­
lished between points of these two curves . We shall find it 
convenient to consider a more general correspondence. 
Assuming that a function f(u) is given, which has a continuous 
second derivative and which is of the same order of magnitude 
as e , we let the point A(xx) = A(u) on C correspond to the 
point B(u*) on C*, where u* = u + f(u). The vector z1 

associated with the displacement from A to B is 

(16) z1 = x°dx i = f(u) Ç l + ey\ L , 

neglecting quantities of the order of £ ^ . 

The problem, then, is to ascer ta in the behaviour of z1 

as A(x) moves along C. This is accomplished by formulating 
a set of differential equations which character ize the components 
of z1 . In order that this system be independent of the reference 
system, it must be tensorial and hence the covariant derivatives 
defined above, instead of ordinary der iva t ives , a re used. 

If we differentiate (16) covariantly with respect to u, 
taking (14), (16) and the skew-symmetry of H 1

n r n into account, 

266 

https://doi.org/10.4153/CMB-1960-033-8 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1960-033-8


we ob ta in 

(17) S z V S u = 8 ( f Ç l ) / S t t + £ S f 1 / S v - H 1 ^ Ç n z m . 

A second d i f fe ren t i a t ion wi l l give r i s e to a t e r m 
l S 2 £ V S u. S v i n the r i g h t - h a n d s i d e . Th i s m a y be r e p l a c e d 

by ^ S 2 Ç V o v S u - K , ^ ? . r S n z m in view of (15»), (16) 
and the s k e w - s y m m e t r y of K r

1
n m in n and m . R e a r r a n g i n g 

t e r m s we t h e r e f o r e have 

S 2 z V & u 2 + ( H ^ ^ n ) S z m / S u 

<18> + [KrW £ r % n + S ( H 1 ^ n ) / & a] z m 

= £ S 2 Ç V Sv S u + S 2 ( f Ç l ) / S u 2 . 

Th is i s the m o s t g e n e r a l dev ia t ion equation» Both f(u) 
and the coo rd ina t e c u r v e s a r e of a g e n e r a l n a t u r e . 

4 . Auto p a r a l l e l dev i a t i on . The m o s t i n t e r e s t i n g c a s e of 
equa t ion (18) o c c u r s when the c u r v e s v = cons tan t a r e a u t o -
p a r a l l e l s and the p a r a m e t e r u i s t aken to be s , the a r c - l e n g t h 
of t h e s e c u r v e s . The l a t t e r a s s u m p t i o n m e a n s tha t § x i s a 
unit vec to r f ie ld , s ince 

l. e . 
d s 2 s [ g (x°dxi) (x°dxJ)] \ 

(19) F ( x , Ç ) = ( g y i} % J ) i S 1. 

In v iew of (1) (with t=s) and (13) (with X1 = Ç \ u=s) , the 
f o r m e r a s s u m p t i o n i s equ iva len t to 

%\xl S s = 0 . 

Since th i s condi t ion i s independent of the va lue of v , we a l s o 
have ( S Ç V S s ) v = 0 and s ince 

6 2 \ l l S v i S 5 ( S Ç l / S s ) v + r r ^ ( 8 Ç r / 5 s ) » ) m . 

it fol lows tha t S 2 Ç V S v S s = 0. After t h e s e s impl i f i ca t ions 
equa t ion (18) b e c o m e s 

S V / S s ^ l H ^ Ç n ) S z m / % s 
(20) 

= f " ( s ) î l , 
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which is the equation of autoparallel deviation. 

This equation is more complicated than the corresponding 
Riemannian analogue [13 where the function f is usually taken 
to be zero and, more essent ia l ly , the tensor H 1

n r n Ç n does 
not occur so that the first derivatives of z1 do not appear . 

As Sen has pointed out, elsewhere in this journal , the 
necessary and sufficient condition that the c lass of geodesies 
of the space ( i . e . the solutions of the problem bfds = 0 in 
the calculus of variations) coincides with the c lass of auto-
para l le l s , is fi ^ = <p ^ . This condition implies that H r ^ . 
vanishes,by (8). Conversely if H rhk vanishes then so does 
H r

r k = i ( n " l ) ( $> k - 4> ^) and hence the condition of Sen is 
fulfilled. Such spaces a re therefore character ized by_ Hr|1jc= 0 
and in this case (20) becomes 

(20-) S ^ / S s Z + K ^ Ç r Ç n
z

m = f " ( s ) f i . 

5» A first in tegral . The geometrical s t ruc ture of the 
situation descr ibed above is such that equation (20) admits an 
easily derived first in tegra l . We put Ç ^ = gjj § •? and note that , 

(21) Ç i Ç1 = 1; S Ç . / 8 s = 0 f 

by virtue of (19) and (51). Thus, by (10), inner multiplication 
of (20) with Ç L yields 

(22) S f S t Ç - z V S s + H ^ Ç i ^ z 1 1 1 ^ " (s)] / S B = 0. 

The constant inside the square brackets here may be shown to 
be zero in the case under consideration. More general ly, we 
prove the 

LEMMA. If a two-dimensional subspace L^, together 
with % l and TJ l a r e defined as in % 3 and if u is chosen to be 
the arc- length of the a rb i t r a ry curves v=constant, then 

(23) ( ^ F / M L)( 8Ç V Su) = 0; ( Î F / Î Ç *)( & Ç V 5 v ) = 0 . 

Proof. Since Ç l is an unit field, equation (19) holds 
throughout L 2 . Hence F > i d x 1 + ("SF/"bÇ X)d Ç \ where 
dx1 = ( x 0 ) - 1 ( ? i du+ f\ £dv) and dÇ * = ( ^ 7 " à u)du + ('*Ç i/*v)dv 
and (du, dv) is an a rb i t r a ry displacement , vanishes . Equating 
the coefficients of du and dv separately to zero and sub-
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stituting for F £ from equations (11), we obtain the relations 
(23) . This resul t does not involve the assumption that the curves 
v=constant are autoparal le l s . 

If we now a s s u m e that u=s in (17) and use (23), it fol lows 
that 

(24) f i ( S z V S s ^ f ' - H 1 ^ Ç i C n z m , 

s ince "à F / 3 Ç x = ?£ when F(x , Ç ) 5 1. Thus (24) represent s 
a f irst integral of (18) if u=s. In particular, when we are 
deal ing with autoparallel deviation so that the second equation 
of (21) ho lds , we obtain the result stated above , namely that 

(25) [ S l f ^ l / S s ] + H i
n m Ç i Ç n z m = fMs) 

i s a f irst integral of (20). In the case when geodes i e s coincide 
with autoparal le ls this reduces further to d( 5 ^z1 - f ) /ds=0 
(the derivat ive S / Ss applied to a sca lar i s equivalent to d/ds) 
and hence f may be interpreted to within an additive constant 
as the component of z 1 along C. If, as we l l , we a s s u m e 
that f=0, it fol lows that this component i s constant along C. 
In general we say that the deviation i s normal if this component 
i s z e r o ( i . e . ? jz 1 = 0) and equation (25) must then be taken a s 
the definition of f. 

6« The two-dimensional c a s e . We a s s u m e that the space 
under considerat ion i s two-dimensional and we define Z1 to 
be the unit vector in the direct ion of z 1 , which we a s s u m e to 
^ e a normal deviat ion. Thus 

(26) g i j ZÏ7J = Zi Z1 = 1; § £ Z1 = 0. 

It fol lows that 

(27) Zi ( & Z 1 / S s) = 0; f . ( S Z1 / S s) = 0, 

by (21). Since Z1 may not be co-direct ional with Ç £ and 
s ince the space i s two-d imens iona l , we conclude from (27), that 

(28) S.Z1/ S s = 0. 

There e x i s t s a sca lar z such that z* = zZ*. If this i s subst i ­
tuted in (20) and an inner mult ipl icat ion with Z | carr i ed out, 
the resu l t i s 
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(29) z " + <xz' + (K + oc')z = 0, 

•where 

(30) «c ^ W Z i ^ Z ^ K ^ ^ J - r
Z i | n Z " \ 

and where (26) and (28) have been taken into account. 
This is a scalar equation of deviation with the same significance 
a s (20) since the vector z* only becomes null when z = 0, 
The first derivative may be eliminated by the substitution 
z = Ç exp (-7 fS(x(o- ) d<r ) . The resul t is 

(31) Ç " + [K + f o c ' - i * 2 ] Ç = 0. 

The zeros of Ç a re the zeros of z. Successive zeros of Ç a re 
points where neighbouring geodesies coincide. In the language 
of the calculus of var ia t ions , they are conjugate points. Equa­
tion (31) has the same form as the analogue for Riemannian 
spaces except that the scalar of curvature is modified by the 
addition of -|ot ' - J <* • The analysis of the space proceeds 
in the same manner . 

In conclusion we r e m a r k that a s imi lar reduction of 
equations (20) to a single scalar equation is possible in a space 
of any number of dimensions. The coefficients a r e somewhat 
more complicated because the rela t ion (28) will not, in general , 
hold. However, an equation of the type (31) will a r i se in the 
same manner as above. 

Es t imates of the separat ion of zeros of Ç may be deduced 
from bounds on the coefficient K + joC f - £oc2 after a theorem of 
Sturm proved in Blaschke [1] . In fact Sturm proved that if 
the coefficient in equations of the type (31) is increased in 
magnitude, successive zeros of the solution of the new equation 
will be separated by successive zeros of the solution of the 
original equation. In par t icu la r , then, if K + \ ot! - £ oC ^ A" 2, 
where A is a positive constant, we may consider 

*)" + A" 2 r j = 0 , 

whose solution has successive zeros a distance s = TT A 
apar t . It follows from the theorem of Sturm that 
successive zeros of Ç a re no more than TT A apa r t . 
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