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GENERALISATION OF AN INEQUALITY OF C.T. CHUANG
TO VECTOR MEROMORPHIC FUNCTIONS

INDRAJIT LAHIRI

We generalise Chuang's inequality to vector meromorphic functions, which is orig-
inally a sort of extension of Nevanlinna's second fundamental theorem.

1. INTRODUCTION

In Nevanlinna's theory of meromorphic functions the problem of generalising
Nevanlinna's second fundamental theorem, replacing the complex constants by "small
meromorphic functions", is of great interest to mathematicians. Nevanlinna himself [5,
p.47] first posed this problem and solved it in a very restricted case, for only three small
functions. His theorem may be stated as follows:

THEOREM A. (see [5, Theorem 2.5, p.47]). If f(z) is a nonconstant meromor-
phic function in the plane and ai(z), 02(2), as(z) are distinct meromorphic functions
satisfying for v — 1, 2, and 3

T{r, av(z)} = o{T(r, / )} as r -> 00,

then {1 + o(l)}T(r, /) < £ flfr, \ ) + S{r, f)
~^ \ J-at>\z)/

as r —» 00, where S(r, f) = 0{logT(r, / ) + logr} as r —> 00 through all values if f(z)
has finite order and as r —> 00 outside a set of finite linear measure otherwise.

Then Dufresnoy [3] and Hiong [6] proceeded further with this problem by solving
it with a finite number of polynomials. In 1964 Chuang [1], making an intelligent use
of a certain Wronskian, was able to solve the problem with a finite number of 'small
meromorphic functions', but for a function having comparatively fewer number of poles.
Still now a number of authors [2, 4, 10, 11] are working on this problem and on the
Wronskian, first appeared in [1]. We may state Chuang's theorem as follows:
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318 I. Lahiri [2]

THEOREM B . [1] Let f(z) be a nonconstajit meromorphic function. Let ipt(z)
(I = 1, 2, . . . , p; p ^ 1) be p linearly distinct meromorphic {unctions satisfying

T(r, i>{) = o{T(r, / ) } a s r - ^ o o , 1=1,2, ...,p

and their q hnearly distinct combinations with constant coefficients be

Then we get the inequality

J2NP (r, j ~ --1- o(l)] T(r, f)<J2NP (r, j~-^j + PN(r, f) + S(r, f),

where S(r, / ) = O{log T(r, f) +logr} a s r - t o o through all values if f(z) is of finite
order and outside a set of finite linear measure otherwise, and

Wp(r, f) = r^V-^Vdt+Mo, /)Iogr,
Jo *

np(t, f) is the number of poles of f(z) in \z\ ^ t , poles of order m being counted m
times if m ^ p and p times if m> p .

The book [12] perhaps is the only one to contain elaborate discussions on the
Nevanlinna theory of vector valued meromorphic functions, which we shall call vector
meromorphic functions. The book [12] contains generalisations of Nevanlinna's first and
second fundamental theorems to vector meromorphic functions. Therefore Nevanlinna's
above problem on his second fundamental theorem is also open for vector meromorphic
functions. In this paper we generalise Chuang's inequality to vector mermorphic func-
tions.

2. DEFINITIONS AND NOTATIONS

We denote by Cn the usual n dimensional complex Euclidean space with the
coordinates w = {u}\, W2, • • •, wn), the Hermitian scalar product [v, UJ) = viWi -\-v20J2 +
. . . + vntJn , v, w E Cn and u>{ the complex conjugate of w;. Also the distance between
v, w 6 Cn is defined by ||IJ — w|| = y/{v — w, w — w).

If u>i = /i(z), u>2 = f2(z), • • •, wn = fn(z) be n (^1) meromorphic func-
tions of the complex variable z in the Gaussian plane C1 = C, then in C a
vector valued meromorphic function or, in short, a vector meromorphic function is
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[3] Meromorphic functions 319

given by / ( z ) = (/^(z), /^(.z), •••, fn(z)). A vector valued function is called en-
tire .if all of its components are entire. A vector meromorphic function is called
transcendental if at least one of its components is a transcendental meromorphic
function. A function which is not transcendental is called rational. The function
/(")(z) = ( /{^(z ) , fi"\z), ...,fkv)(z)j is called the i/th derivative ( i / = l , 2 , . . . )

of f(z) = ( / i (z) , /2(z), . . . , / n ( z ) ) , and we agree to write f^°\z) = f(z). If

f(z) = {hi2), /2(z), • • •, fn{z)) and g(z) = {gi{z), 52(2), • • •, 9n{z)) then we define

(i) the sum and difference of / ( z ) and g(z) [12] as

f(z)±g(z) = (f1(z)±g1(z), ..., fn(z) ± gn(z)),

(ii) the product of /(z) and g[z) [7] as

f(z)g(z) = (h(z)gi(z), ..., fn(z)gn(z)), and

(iii) the reciprocal of /(z) [7] as

1 / 1 1 1

A point zo € C is called a "pole" or " co-point" of "multiplicity or order ko " of
/ ( z ) = ( / i (z) , . . . , fn{z)) if Zo is a pole of maximum order fco of at least one of the
component functions /*(•*)• A point z0 £ C is called a "zero" of f(z) of "multiplicity
or order fco" if all the component functions / i ( z ) , fi(z), ..., fn{z) have zeros at z0

with the minimum multiplicity k0 . A zero of multiplicity fco of the vector meromorphic
function / ( z ) — a, a £ Cn, a ̂  oo, is called an "a point" of f(z) of "multiplicity fco"-

In the paper we denote by z" the n tuple (z, z, . . . , z) , where z £ C [7]. We now
introduce the following definition which will be needed in the sequel.

DEFINITION 1: Let / ( z ) be a vector meromorphic function and np(t, O; f) be

the number of zeros of / ( z ) in |z| ̂  t, zeros of order m being counted m times if

m ^ p and p times if m > p . We now define Np \r, O\ f\ as

r - 1 r^p(i,0;f)-njo,dj) ^
[r, 0>f}= j — — - * + "P (O. O; f) log r.

In this paper by the symbol "r —» oo(0, / ) " we mean the phrase "r tends to
infinity through all values if f(z) is of finite order and outside a set of finite linear
measure otherwise". Throughout, we shall assume /(z), <f>(z), av(z) et cetera to be
vector meromorphic functions, unless otherwise stated and for example, the component
functions of /(z) are /i(z), h{z), . . . , fn{z)- Further definitions and notations which
are not explained here may be seen in [12] from where the relevant portions are also
noted in [7].
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3. KNOWN RESULTS

In this section we state some results from [7] and [8] which will be needed in the
sequel and which are not available in [12].

LEMMA 1 . [7] If f(z) and g(z) are meromorphic, then

(i) m(r, 5;/) <m(r,l//) and

(ii) m(r, fg) < m(r, f) + m(r, g).

LEMMA 2 . [8] If f(z) and g(z) are meromorphic, then

(i) m(r,f±g)^m{r,f)+m(r,g) + O(l),
(ii) N(r,f±g)^N(r,f) + N(r,g),

(iii) N(r,f±g)^N(r,f) + N(r,g),

(iv) N(r,fg)^N(r,f) + N{rtg),
(v) N(r,fg)^N(r,f) + N(r,g),

(vi) T(r, f±g)^ T(r, f) + T(r, g) + O(1), and
(vii) T(r,fg)^T(r, f) + T(r,g).

THEOREM C. (Generalised Milloux Theorem) [8]. Let f(z) be a nonconstant
i

meromorphic function, I be a positive integer and t^(z) = £) av(z)f^(z), where
l/=0

T{r, av{z)} = o{T(r, / )} as r -» oo (O, f), v = 0, 1, 2, . . . , /. Then as r -> oo
(O,f)

(i) m(r,^/f) = o{T(r,f)},and
(ii) T(r, V) < (/ + l)T(r, f) + o{T(r, / )} .

4. DETERMINANTS OF TI-TUPLES

Now we introduce the notion of determinants formed from the elements of C",
which will be helpful to define the Wronskians of vector meromorphic functions. To do
this, first we need the following definition.

DEFINITION 2: Let a — (oi, 02, . . . , an) and 6 = (&i, 62, .. •, 6n) be two elements
of Cn. Then the sum, the difference and the product of a and 6 are defined respectively

by

a + b = (ai +&i ,a 2 +b2, ..., an + bn),

a — b = (ai — bi, a,2 — 62! • • • > " n - bn),

and a6 = (ai61, 0262, •••, an&n)-

Now we give the main definition of this section.
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[5] Meromorphic functions 321

DEFINITION 3: Let a;y = (a}j, a2
j} . . . , a?) , i, j = 1, 2, . . . , m be m2 elements

of Cn. Then we define the expression

A =

Oil "12

fl21 a 22

« l r

" m m

with the supposition that the expansion of A follows the usual rules of expansion
of determinants where the addition and multiplication are given by Definition 2, a
determinant formed from the elements of Cn .

Now it is easy to verify that A — (A1, A2, ..., An^ , where

Ak =
a 2 1

, 4 = 1, 2, . . . , n .

The following properties of the determinant A are obvious.

I. If two rows or two columns of A are identical, then A — O.
II. The interchange of two rows or of two columns of A changes A to —A.

III. If the rows of A are changed into columns and the columns of A are
changed into rows, then A remains unchanged.

IV. Addition of a complex number multiple of a row (column) of A to another
row (column) of A does not change A.

V. If any row or column of A is multiplied by a complex number a, then A
becomes aA.

5. GENERALISED CHUANG'S INEQUALITY

Now we present two forms of generalisation of the inequality of Chuang (Theorem
B) to vector meromorphic functions, each of which coincides with Theorem B for n = 1,
because when n = 1, V(r, a, f) = 0 for all a € Cn and for every meromorphic function
f{z) [12, pp.8, 18].

THEOREM 1. Let f(z) be a nonconstant meromorphic function. Let i>i(z)
(/ = 1, 2, . . . , p; p ^ 1) be p meromorphic functions which are linearly distinct and
satisfy

T [r, = o{T(r, /)} as r -> oo (O, f), 1 = 1, 2, . . . , p
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and their q linearly distinct combinations

)> i = 1 . 2 , . . . , 9 , q^n
1=1

with constant coefficients. Then we get the inequality

{q - n)T(r, , 0; / - <j>,] } + npN(r, f) + S(r,

Wiere 5(r, / ) = o{T(r, / )} + 0(logr) as r -» oo (O, / ) .

PROOF: Let /(*) = (^(z), fa(z), . . . , /B(z)) and
^•2(^), • • •, <A;n(z)), 3 = 1, 2, . . . , g. Now we set

Let /»*(«) = min ( |^ f c (rew) - <^3*(re'9)| , l ) , O < TT ̂  2TT and k

1, 2, . . . n; and let /i(^) = min /ifc(fi), where we consider a value of r. Also let

j = io: 6 € [0, 2TT] and |/*(re'fl) - <j>jk{reie)\ < j ^ ^ = 1, 2, . . . , n

Now on Ej we get for h ^ j

\fk(reie)-<j>kk(reie)\ > \<f>jk(reie) - <j,hk(reie)\ - \fk{reie) - 4>jk(reie)|

Since

'. f(reie)ie) -
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on Ej we have

fk(reie) -

1/2

•/,v 2
1/2

which gives

X, l o 8 +

Since Ej n E, = Q tor j ^ a and Q J5j C [0, 2TT] , we get

(1)

2TT

Let ^ - be the the complement of Ej on [0, 27r]. Then on Hj we get
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/*,• (rei0) - fakj (rei ^ ) for some kj in {1, 2, . . . , n}. So we have

«)|r

m [r, o; / - <̂ -] - — / log+

So from (1) we get

(2) m(r, [r, 6, f - ^] - ±

Again we can easily verify that

which gives

that is,

= E

de

-^)-~j log+ -i

Therefore, from (2) we obtain

(3) m{r, F) ^

+O(l).
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Let Ao = A(V>i, V"2, • ••, i>p) be the Wronskian determinant of i/>i{z)

(I = 1, 2, . . . , p ) , and let A ( / , i/>i, rj>2, ..., i>p) be the Wronskian determinant of f(z),

M*), 1>2(*),..., *,(*)• Also let

(4) ^

= /(p) + 4i/(p-i) +... + hzlfW + h.u
AQ AO Ag

where A\ is the cofactor of f^p~^ in A ( / , i})\, •02, • • •, i>P) •

Now,

and so by Lemma l(ii) and Lemma 2(i) we get

(5) m(r, ir K TO [,, -^L] + | > [r> ^f^f\ + 0(1).

If L{f) = ( £ i ( / ) , £ 2 ( / ) , • . . , £ » ( / ) ) , we get in view of [12, Proposition 7.4, p.51]
that

m \r

because

'. 0; i(/)] +0(1),

by Nevanlinna's first fundamental theorem [9, p.166],

(6) ^ nT [r, £(/)] - N [r, 6; £(/)] + (9(1)

= nm [r, £(/)] + niV [r, L(f)} - N [r, 0; £(/)] + 0(1).
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Since by Lemma l(ii) m [r, L(f)] ^ m(r, f)+m [r, ( £ ( / ) ) / / ] , it follows from (6) that

(7) m [r, - ^ ] ^ nm(r, f) + nm [r, ^ ] + ni\T [r, L(f)}

Combining (5) and (7) we get

(8) m(r, F) < nm{r, f) + nm \r, ^ 1 + nN [r, L(f)}

- N [r, 3; £(/)] + ^ m [r, ^ f ^ 1 ] +0(1).

For a vector meromorphic function g(z) we define the following:

a(5» zo) — the order of z0 or zero according as zo is a zero of g(z) or not,

and
/3(<7, zo) = the order of ZQ or zero according as zo is a pole of fif(z) or not.

If zo is a pole of £ ( / ) , from (4) it is clear that zo is a pole of at least one of the
functions / ( z ) , tpi(z) (I = 1, 2, . . . , p) and 1/AO . So we get

z0] (/ )W, zo)

If zo runs over the poles of L(f) within \z\ ^ r, we have

^ n(r,

P / 1 \
= n(r, / ) + pn(r, / ) + V{n(r , ^,) + pn(r, Vl)} + ™( ^ ~T ) »

1=1 ^ A o '1=1

and so

(9) N [r, L(f)] ^ N(r, f) + pN(r, f) + ^{Nir, ^,) + pW(r,
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Now we shall prove that

] ) a [<f>h - <j>h, z 0

(10) ,

j-l 1=1

where {a [/ — < -̂, zo] — p } + is equal to a [/ — <f>j, ZQ\ — p or to zero according as Zo is
a zero of order greater than p of / — ^- or not.

Inequality (10) is evident if the first sum on the right hand side of (10) is zero. If
this sum is positive, let a[f — 4>j0, zo] is the maximum of the numbers a [/ — <f>j, zo],
j = 1, 2, . . . , q. Then by means of the relation

it follows that

« [ / - 4>j, zo] ^ OL [(f>j - <j>j0, zo] for j ^ j o ,

and hence it remains to verify that

(11) «[£(/), »] » { « [ / - fa, *>]- p}+

Now (11) follows from the fact that a[L(f), Zo] = a[L(f — <j>j0), zo] and if the
right hand side of (11) is positive, 771, say, ZQ is a zero of order at least equal to m of

If zo runs over all the zeros of L(f) in \z\ ^ r , we get from (10) that

n(r,o;L(f))+ ]T n(r, d;*h -t

* f r, O; f — ( ĵ J — 2_s{n(r> ^1) + P^C7",
1-1

where nt [ r, O; f — <j)j J is the number of zeros of order greater than p of / (z) — <j>j(z)

situated in the circle \z\ ^ r, each zero is counted the number of times equal to its

order minus p .
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Then we get

(12) N[r,d;L(f)]+ £ N [r, 0;<j>h - <j>h]

^ J2 N. [r, 0;f- *,-] - Y,{N(r, *,) + PN(r, -0,)}
i=i 1=1

-N(r,±)+O(logr),

where

Combining (3), (8), (9) and (12) we obtain

q

(13) £ m(r, 0; / - fc) ̂  nT(r, /) +

where

i = i

n) • f̂  N(r, +t) + (1 + n)JV (r, i -
1=1 \ »

Now we investigate the nature of each term in S(r, f).

(i) We have by Nevanlinna's first fundamental theorem [5, p.5, Theorem 1.2],
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[12, p.51, Proposition 7.4] and Lemma 2(vi)

0(1)

= o{T(r, /)} asr^oo (0, /).

So,

Z ) T O ( r ' ^ ^ — ) = o{T(r , / )} as r ^ oo ( 0 , / ) .

(ii) By Theorem C we get that

= o { r ( r , / ) } as r ^ oo (O, f).

(iii) Again by Theorem C we see that

/ - h)) as r ^ oo (O, / ) , j = 1, 2, . . . , ? .

Also, since by Lemma 2(vi) we have T(r, / - <f>j) ^ T(r, / ) + T(r, <j>j), and by the
given hypothesis T(r, <j>j) = o{T(r, / ) } as r —> oo (O, / ) , we obtain for j — 1, 2, . . . , q
that

TO

Therefore,

/ ) } as r —• oo (O, / ) .

p
(iv) Evidently by the given hypothesis we see that (1 + n) J^ JV(r, ^j) =

1=1

o{T(r, / )} and p(l + n) E lV(r, ^,) = o{T(r, / )} as r - oo (O, / ) .
1=1

(v) Let Ao — (Aoi, AO2, . . . , Aon). Then we get from the definition of
N(r, 1/Ao) that
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In view of Nevanlinna's first fundamental theorem [5, p.5, Theorem 1.2], [12, p.51,
Proposition 7.4] and Theorem C we have

(1 + n)N (r, 1-) ^ (1 + n) V N(r, O; Aok)

J t = l

< n(l + n)T(r, Ao) + 0(1)

= o{r(r , /)} as r - oo (O, / ) .

(vi) By the generalised first main theorem [12, p.23, Theorem 3.2], Lemma
2(vi) and by the given hypothesis it follows that

^['•.O;^-fe]a[r,^-fe]

= o{T(r,/)} as r -> O

So, we have

N[r,6;4>h-4>h]=o{T{T,f)} as r

On account of the above discussions it is now clear from (14) that

S(r, f) = o{T(r, / ) } + O(logr) as r - oo(0, / ) .

From the generalised first main theorem [12, p.23, Theorem 3.2] we obtain

m [r, d;f- ft] =T[r,f- ft] - N [r, 0;f - fa] - V [r, 6 ; / - *,-] + 0(1);

but since T[r, f - 4>j] ^ T(r, f) + o{T(r, / ) } as r -+ oo (6, f), we have

(15)

r,O;f- <t>,] > qT{r, / ) - £ { # [r, 0;/ - <f>j] +v[r,O;f- fc]

as r —» oo (0, / ) .

Since JVp [r, 6; / - ^-] = iV [r, 0; / - 0,] - JV» [r, 0; / - ^ ] , the theorem fol-

lows by the combination of (13) and (15). This proves the theorem. D

For the next theorem we require the following lemma.
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LEMMA 3 . If f(z) is a meromoTphic function, then for all values of r we get

T(r, f) + v(r, 6; i

PROOF: Applying the generalised first main theorem [12, p.23, Theorem 3.2] to

! / ( / (*)) we get

T(r, i ) = m(r, O;j^+N (r, 6; I ) + V(r, 6; i ) + O(l).

Since from the definition we get N(r, O;l/f) «J N(r, f) and by Lemma l(i)

m(r, 0; 1//) ^ m(r, f), it follows from above that

T(r, f) + v(r, O; l ) +0(1).

This proves the lemma. D

Now we prove a second form of generalisation of Theorem B.

THEOREM 2 . Let f(z) be a nonconstant meromorphic function. Let i/>i{z)
({ = 1,2, . . , p; p ^ 1) be p meromorphic functions which are tinearly distinct and sat-
isfy

f)} as r -» oo(O, / ) , { = l , 2 , . . . , p

and their q tinearly distinct combinations

with constant coefficients. Then we get the inequality

q r r ~ 1 ~

(g - l)T(r, / ) < 5Z { ^ | r ' 0>f ~ fa] +v\r>6'<f ~ <t>j

v[r>d>LTfj\+s{r>f)>

where S(r, f) = o{T(r, /)} + O(logr) asr-»oo (O, /) and
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PROOF: By Lemma 3 we get, on noting that N \r, O; £ ( / ) ] ^ N [r, l/(L(f))],

(16) m [r, - ^ ] ^ m [r, L{f)] + N [r, £(/)] - N [r, 6; £(/)]

Since by Lemma l(ii) m [r, L(f)} ^ m(r, f) + m [r, ( £ ( / ) ) / / ] , it follows from (5)
and (16) that

(17) m(r, F) < m(r, f)+m [r, ^ ] + JV [r, £(/)] - iV [r, O; £(/)]

In view of (3), (9), (12) and (17) we get

(18) X) m [r, O; / - <j>}] ^ T(r, f) + PN(r, f) + V [r, 6; - J ^

where 5(r, / ) is given by (14) with n replaced by 1.

Combining (15) and (18) we get the theorem. This completes the proof of the

theorem. U

REMARK 1. If, in particular, f(z) and ipi(z) ( / = 1, 2, . . . , p) are such that

Jfcn̂  (V [r, d;l/£(/)])/(T[r, l/L(f)])=0 that is, 6v(d;l/{L(f)f) = 1, then Theo-
rem 2 takes the following form:

For all sufficiently large values of r possibly outside a set of finite linear measure
we get

(9 - 1 - e)T(r, /) < £ {¥„ [r, 6; / - +,] + V [r, O; / - ^] }

+ (1 + e j p ^ r , / ) + S(r, / ) ,

where e > 0 i f n > l , e = 0 i f n = l and S(r, f) = o{T(r, / ) } + O(logr) as r -> oo
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