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Abstract

The federal government has a long history of trying to find the right balance in supporting scientific and medical research while protecting the
public and other researchers from potential harms. To date, this balance has been generally calibrated differently across contexts – including in
clinical care, human subjects research, and research integrity. New challenges continue to face this disparate model of regulation, including
novel Generative Artificial Intelligence (GenAI) tools. Because of potential increases in unintentional fabrication, falsification, and plagiarism
using GenAI – and challenges establishing both these errors and intentionality in retrospect – this article argues that we should instead move
toward a system that sets accepted community standards for the use of GenAI in research as prospective requirements.
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Introduction

The federal government has struggled for many decades to find the
right balance in funding and encouraging scientific and medical
research while alsomitigating risk, preventing harm, and punishing
wrongdoing by researchers themselves. By and large, the default
approach has been to tailor governance models in different ways
depending on context, with important regulatory differences in
clinical care versus human subjects research versus research mis-
conduct.

This disparate model of regulation continues to face new chal-
lenges, including the rapid expansion of studies focused on health
data. In addition to big data research, the use of generative artificial
intelligence (GenAI) and other machine learning tools raises novel
issues for data integrity.1 For example, because of GenAI’s procliv-
ity to copy work without attribution and “hallucinate” by creating
false information, unintentional falsification, fabrication, and pla-
giarism by researchers might become more common. In addition,
the clues that others in the scientific community use to recognize
that human-generated data are untrustworthy may be upended in
potentially irreversible ways, making it increasingly difficult to
assess data integrity or even define its scope.

These novel data-driven research challenges call into question
whether a retrospective system of response to research misconduct
is still the appropriate standard with which to approach responsible
conduct of research requirements. This article argues that we should
instead move toward a system that sets accepted community stand-
ards for the use of GenAI in research as prospective requirements

that researchers will be held accountable to — without having
to establish that fabrication, falsification, or plagiarism actually
occurred.

Human Subjects Research Regulations

Our current human subjects research governance structure began
with the end of the infamous US Public Health Service’s (PHS)
Syphilis Study in Tuskegee, AL (1932–72), during which Black men
were deceived, studied, and prevented from receiving treatment for
their syphilis.2 While the study was known widely within the
syphilology and broader “venereal disease” community,3 the gen-
eral public was not aware of these experiments until 1972 when a
whistle blower collaborated with the New York Times to expose
them.4 The resultant article caused a scandal large enough to finally
put an end to the experiments (notably over the ongoing objections
of some representatives of the US Centers for Disease Control and
Prevention (CDC)).5 This new regulatory structure built in
response to the PHS Syphilis Study represented a professional
and legal transition from the tort law approach of holding phys-
icians retrospectively liable for an actual injury to their patient in
clinical care,6 to a system of prospective regulation for physician
researchers (and other scientists) to prevent harm to participants in
research in the first place.7

These “Human Subjects Research Regulations,” the first part of
which is called the “Common Rule,” protects research participants
and their identifiable data and biospecimens in federally funded
research.8 Many academic medical centers also extend these pro-
tections to all human subjects research at their institutions,9 and the
US Food and Drug Administration (FDA) has similar protections for
research with an investigational-only product10 or if researchers
submit such data to the FDA.11 Under these regulations, a prospective
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participant generally needs to be clearly notified that they are being
asked to enroll in research and they have the option to decline or
withdraw. Researchers eithermust obtain informed consent to engage
with participants directly or secure an Institutional Review Board
(IRB) exemption or waiver for low-risk research, including research
with health data or biospecimens previously collected for a different
purpose, such as clinical care.12

Research Misconduct Regulations

Intentional misconduct

Along with the response to the PHS Syphilis Study, the 1970s and
early 80s were a time of intense scrutiny of research misconduct,
and ways to respond when it was discovered. It was widely believed
that the standard process of co-authorship, peer review, and post-
publication replication would root out general misbehaviors.13

Despite Representative Al Gore holding the first hearing on
research misconduct in 1981,14 then-National Institutes of Health
(NIH) Director, Donald Frederickson, argued that congressional
mandates for research regulation were unnecessary as “the natural
sciences contain ultimate correctives for any debasement of the
knowledge derived from research.”15 A committee of the Associ-
ation of AmericanMedical Colleges the following year agreed: “The
principal deterrent in research fraud is the overwhelming probabil-
ity that fraudulent data will be detected soon after their
presentation.”16

Even the infamous case of John Darsee, a Harvard cardiologist
caught intentionally fabricating data in many publications, could
not shake scientists’ dogged belief that the best way to handle
intentional misconduct was post-hoc detection and response.17

The New England Journal of Medicine (NEJM) had published two
of Darsee’s retracted articles. NEJM Editor Arnold Relman
responded to these retractions in an editorial: “It seems paradoxical
that scientific research, in many ways one of the most questioning
and skeptical of human activities, should be dependent on personal
trust” but that “editors and referees of scientific papers … have no
choice but to assume that the authors have honestly reported what
they did and what they observed (emphasis added).”18 Relman even
went so far as to argue that “A request from an editor for primary
data to support the honesty of an authors’ findings in a manuscript
under review would probably poison the air and make civil dis-
course between authors and editors even more difficult than it is
now.”19 Thus, despite the case in point, Relman felt that trust in the
individual scientist was still the best path forward to ensure research
integrity: “The damage done to morale and the free exchange of
ideas may in the long run be far more costly than even the depre-
dations of an occasional Darsee. In science, as in any other human
activities, trust has its risks, but they are far exceeded by the
benefits.”20

Unintentional misconduct

Cases of intentional fabrication and falsification were also accom-
panied by other cases of research misconduct based, ultimately, on
negligence and/or poor record keeping. One of the most important
cases at the time, dubbed “The Baltimore Case,”21 involved scien-
tists Thereza Imanishi-Kari and David Baltimore. In 1986 they,
with colleagues, had published a groundbreaking NIH-funded
article on murine immunology in Cell.22 That same year, Margot
O’Toole, a junior molecular biologist in Imanishi-Kari’s laboratory,
started challenging what she saw as sloppy and erroneous data in

that publication.23 While the authors agreed that there were minor
errors in the paper, they believed that it did not warrant correction
because the errors did not impact the paper’s central findings.24

O’Toole later began to claim that Imanishi-Kari had intention-
allymanipulated the data, and the matter was eventually elevated to
an NIH investigation and a 1988 congressional investigation led by
Representative John Dingell of Michigan. Rep. Dingell was particu-
larly concerned that the NIH could not “afford to divert precious
dollars into areas of meaningless or fraudulent work.”25 The inves-
tigatory team ultimately found that Imanishi-Kari’s records were
“disparate, unorganized, and scattered around her laboratory.”26

Throughout this period, and heighted by the Rep. Dingell hear-
ings, the scientific community generally strongly opposed any
legislative interest in policing science.27 Baltimore himself argued
that the investigation into Imanishi-Kari was a “warning [to all
scientists] to be vigilant to such threats, because our research
community is fragile, easily attacked, difficult to defend, easily
undermined…. What is now my problem could become anyone
else’s.”28

During this case, in 1989, the PHS published the “Responsibility
of PHS Awardee and Applicant Instructions for Dealing with and
Reporting Possible Misconduct in Science” to set “uniform policies
and procedures for investigating and reporting instances of alleged
or apparent misconduct … supported with funds made available
under the PHS Act.”29 It defined research misconduct as “fabrica-
tion, falsification, plagiarism, or other practices that seriously devi-
ate from those that are commonly accepted within the scientific
community…” and excluded “honest error or honest differences in
interpretations or judgements of data.”30 Sanctions for violations of
integrity were generally left up to awardee institutions, although
the Office of Scientific Integrity reserved the right to “impose
sanctions of its own upon investigators or institutions … if such
action seems appropriate.”31 Therefore, while the Baltimore Cell
article was ultimately retracted in 1991 for erroneous data due to
poor record-keeping,32 the researchers were eventually exoner-
ated of research misconduct due to a lack of intentionality.

Research misconduct regulations

The US Department of Health and Human Services (HHS) revised
the research integrity rules in 2005, reflecting standards imple-
mented by a 2000 memo from the White House Office of Science
and Technology Policy.33 They continued to exclude “honest error”
or “difference of opinion” from the definition of a violation of
research integrity but added that misconduct must be engaged in
with the appropriate mens rea, or intentionality to commit, such
that the misconduct be “committed intentionally, knowingly, or
recklessly” (i.e., not “honest error”) and that the misconduct must
represent “a significant departure from accepted practices of the
relevant research community” (i.e., not “a difference of opinion”).34

HHS did not define any of these terms. HHS also said it would
consider factors such as whether actions were part of a pattern, their
impact on research or the public health, acceptance of responsibil-
ity, and whether the respondent had retaliated in any way.35

While the terms “intentionally” and “knowingly” are more readily
understood, the scope of the term “reckless” in this space has
continued to be a matter of debate.36 Legally, “reckless” is gen-
erally understood to be something less than “intentional” or
“knowing,” but worse than “negligence” (i.e., “the failure to
behave with the level of care that a reasonable person would have
exercised under the same circumstances”).37 But it was not until
the 2018 case of Office of Research Integrity v Kreipke that an
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Administrative Law Judge (ALJ) formally adopted the Black’s
Law Dictionary definition of the terms including that “intention-
ally means one acts with the aim of carrying out the act. Know-
ingly means that one acts with knowledge and information and
awareness of the act. Recklessly means one acts without proper
caution despite a known risk for harm.”38 And, unlike the Balti-
more case before the 2005 regulations, here — because Kreipke
“was aware of disorganization and lack of record keeping when he
joined the laboratory” — the ALJ argued that it was reckless and
therefore a violation of research integrity for him to “simply
assume that materials placed in his grants, articles, and posters
were reliable.”39 Therefore, in this case, it seems that the justifi-
cation that Kreipke’s actions were reckless was: (1) he had know-
ledge of the disorganization of his lab, and (2) to publish or share
data generated by that lab in the context of that knowledge was a
reckless assumption of their validity.

HHS most recently updated these regulations in September of
2024 (effective as of January 1, 2026) due to “policy developments
and technological changes applicable to research misconduct”
including NIH’s 2023 Data Management and Sharing Policy and
“the shift to saving data on the cloud” and “the ability to use
artificial intelligence to detect image falsification….”40 HHS also
cited “increasing public concerns about research integrity in
science” as well as institutional questions regarding misconduct
review as motivators.41

The new rule does not change the standards for finding research
misconduct, but does add a definition for “accepted practices of the
relevant research community” to be, “commonly accepted profes-
sional codes or norms within the overarching community of
researchers and institutions that apply for and receive PHS
awards.”42 While the regulations adopted the ORI v Kreipke defin-
itions of intentionally and knowingly, it slightly shifted the defin-
ition of reckless from the previous “acts without proper caution
despite a known risk” to “indifference to a known risk….”43

Whether that rhetorical shift will have implications in application
remains to be seen.

Conflicting systems of governance

Thus, we see the differences and tensions between the different
models of governance described above. When a physician is acting
as a clinician in the setting of a doctor patient relationship, harms are
generally assessed through a system of retrospective liability via a
medical malpractice claim. This tort-based framework requires that
a measurable harm befall a patient, for example an injury, that was
caused by the physician’s failure to adhere to the standard of care.44

In the area of human subjects research, governance has generally
taken the form of prospective regulation, or requiring compliance
with a set of rules written tomitigate risk and prevent harm before it
can happen. Under this system, if the same physician is interacting
with patients as research participants, the assumption is that the
risk of the harm to participants is so high, that not following
proscribed steps to protect them should be punishable in and of
itself — even if no participant gets hurt.45 As John Lantos has
argued, “It should not be controversial to claim that our system
of research regulation in the United States today is based on a deep
distrust of researchers and the entire research enterprise.”46 This
observation is astute when applied to the transition of a physician
engaging with patients to a physician researcher engaging with their
patients as participants. But the governance of researchers on the
issue of integrity is approached differently yet again. In research

misconduct, this governance has generally taken the form of retro-
spective liability, or punishing wrongdoing once it has already
occurred. The most punitive actions are also generally targeted
for those who intentionally violate the regulations.47

Therefore, while clinical malpractice is essentially a “no harm,
no foul” system of retrospective governance, and human subjects
research a prospective regulatory system, research integrity can be
seen as primarily a “no foul, no harm” approach. Indeed, its very
name— research integrity— clearly indicates that if the action does
not lack integrity, it is not a violation.

And yet, intentionality does not alleviate the harm research
misconduct can cause, it is just an affirmative defense against
serious punishment. One could even argue that the integrity regu-
lations allow unintentionally erroneous data in grants or publica-
tions to be considered a “negative externality” — an economic
concept for a situation where predicted benefits redound to one
party but risks are born by another.48 Using the Baltimore case as an
example, while originally publishing in Cell was a major benefit to
the researchers promoting their scientific reputation, there was a
serious negative impact on the junior biologist who spent a year
trying to replicate the work or the other researchers who cited and
built on erroneous data. And just because Imanishi-Kari was later
found to not have the intentionality required for a violation of
research integrity, that did not alleviate those burdens for others.
While intentionality is certainly foundational to the concept of
integrity, it does not otherwise rectify harms caused by erroneous
data produced without it.

Research Integrity for Generative AI Technologies

In the time since research misconduct regulations were originally
conceptualized, much has advanced in scientific and medical
research that make unintentionally erroneous data easier to prod-
uce, and intentionally erroneous data harder to establish. For
example, large-scale collections of health data now allow
researchers to analyze correlations between genetic variants, behav-
ior, environment, and health outcomes to piece together what
outcomes individuals can modify, or clinicians can treat, and
subsequently improve.49 This includes promising advances in big
data research, the use of AI, GenAI, and other machine learning
tools.50 Methods of tracking and recording data have also changed
dramatically with movement toward fully electronic datasets, cloud
computing, and data enclaves.51

With the promise of new data-driven technologies, however,
come novel challenges for regulation and education regarding the
responsible conduct of research.52 As an example, consider the
emerging technology of GenAI, which is the “simulation of human
intelligence by machines.”53 It includes innovative Large Language
Models which can analyze data, including from the internet and
electronic medical records, to generate its own derivative synthetic
content such as text and images. One GenAI developer goal is to
make healthcare more efficient and cost-effective.54 For example,
Epic, the electronic medical record (EMR) platform supporting
most US hospitals, is integrating generative pre-trained transform-
ers (GPT-4) into academic medical centers across the country.55

But the use of GenAI in health research poses new and distinct
research integrity challenges. It produces its own derivative health
information, which raises questions about how to characterize this
information for use, sharing, and assessments of integrity.56 GenAI
can also hallucinate or copy existing information in ways that
average researchers might not realize or be able to control.57
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Recently, Open AI’s tool “Whisper,” an auto-transcription
(automatic speech recognition) system sometimes described as
“ambient listening,” entirely made up portions of doctor-patient
conversations including hallucinating “racial commentary, violent
rhetoric and even imagined medical treatments.”58 In another
recent study, researchers found that using machine learning tech-
niques tied to genomic information in order to predict otherwise
missing health outcome data generated unreliable results.59

Humans, obviously, can also intentionally or unintentionally
make informational errors or manipulate data. As discussed above,
many have used the ability for other researchers to notice this kind
of erroneous data as a justification for the current, retrospective,
system. But the clues that others use to recognize that human
generated data are untrustworthy will be upended by GenAI in
potentially irreversible ways.60 For example, Imanishi-Kari was
eventually exonerated and Kreipke was eventually sanctioned after
examination of written lab notebooks. There have also been more
recent cases in which skeptics requested fabricated electronic data
that could not be produced.61 For example, in 2020 a research team
published articles in both The Lancet and NEJM finding increased
mortality rates associated with the use of hydroxychloroquine and
blood pressure medications to treat COVID-19, allegedly based on
data from 671 hospitals across six continents.62 The World Health
Organization even paused clinical trials around the world involving
thousands of COVIDpatients in response.When questioned by other
researchers, however, the lead authors admitted that they had neither
accessed nor reviewed the data upon which their findings were
allegedly based. Those data ended up being entirely fabricated.63

New generative technologies will make it increasingly hard to
assess data integrity in this way. In fact, JAMA Ophthalmology
recently published the first report of authors instructing GenAI to
entirely fabricate a dataset in a way that would produce a statistic-
ally significant difference in outcomes between surgical interven-
tions. The dataset produced by GenAI was “seemingly authentic” to
expert analyses.64 Authors concluded that the capabilities of GPT-4
“may pose a greater threat [than previous GPT models], being able
to fabricate data sets specifically designed to quickly produce false
scientific evidence….”65

New Governance Proposals for Data Driven Research

There has been movement to start to update federal regulation in
response to these technologies. For example, in October 2022, the
Biden Administration released theWhite House Blueprint for an AI
Bill of Rights, which offered a principlist approach to ensuring
benefits of AI, while attempting tomitigate negative impact, includ-
ing: (1) safe and effective systems, (2) algorithmic discrimination
protections, (3) data privacy, (4) notice and explanation, and
(5) human alternatives, consideration, and fallback.66

Although initially well-received,67 the AI Blueprint’s premise—
that industry would use it to facilitate “actualizing these principles
in the technological design process”68—was upended the very next
month with the release of GenAI and ChatGPT and resulting
industry competition to get rival products to the market as quickly
as possible. GenAI was moving so quickly, in fact, that many
experts, including those in industry, called to “Pause Giant AI
Experiments” and to “dramatically accelerate development of
robust AI governance systems” such as “provenance and water-
marking systems to help distinguish real from synthetic” and
“liability for AI-caused harm.”69 That pause never happened.

The disruption of GenAImotivated the BidenAdministration to
put forth more concrete plans to guide and regulate the use of AI

and GenAI. The Biden AI Executive Order, the longest Executive
Order in history, instructs HHS to “develop a strategic plan that
includes policies and frameworks – possibly including regulatory
action, as appropriate – on responsible deployment and use of AI
and AI-enabled technologies in the health and human services
sector” including “development, maintenance, and use of predictive
and generative AI.”70 InNovember 2023, theOffice ofManagement
and Budget released a related request for comments on proposed
guidance for agencies to “increase their capacity to successfully and
responsibly adopt AI, including generative AI….” including “how
errors from data entry [or] machine processing … are adequately
measured and limited, to include errors from relying on AI gener-
ated data as training data or model inputs.”71 Trump revoked the
Biden EO on his first day in office,72 andmost recently announced a
$500 billion private investment in AI infrastructure,73 making the
future regulation of AI — if any — unclear.

In addition, as described above, the revised 2024 research
integrity regulations argued that the changes were in response to
“policy developments and technological changes applicable to
research misconduct” including “the shift to saving data on the
cloud” and “the ability to use artificial intelligence to detect
image falsification….”74 And yet, these issues are only raised
in the preamble, and the parts of the updated regulations
intended to apply to or alleviate the integrity challenges of AI
technologies is unclear.

One thing that the 2024 regulations did do was specifically
define “accepted practices of the relevant research community” to
be “commonly accepted professional codes or norms within the
overarching community of researchers and institutions that apply
for and receive PHS awards.”75 While this shift is subtle, it poten-
tially opens a new opportunity. To defer to “accepted practices of
the relevant research community” requires establishing what those
practices are, for example, such as what the average reasonable
researcher would have done under similar circumstances (much
like a “standard of care” for clinical medicine).

Unlike clinical medicine, however, the government and individ-
ual institutions should start seriously considering whether retro-
spective liability if research misconduct is established will be
effective enough to protect the public in a GenAI-enabled research
universe. I argue that this is likely not enough for two reasons: First,
despite its inability to act with intentionality, GenAI’s proclivity to
copy others’ work without attribution or hallucinate data means
that unintentional research misconduct will likely become more
common. Second, because bad actors will be able to easily fabricate
datasets that support outcomes of interest, intentional research
misconduct will become harder to establish.

Both arguments cut in favor of setting “accepted practices of the
relevant research community” as prospective requirements that a
researcher will be held accountable for following without a third
party having to establish that an actual injury occurred. For
example, if an accepted practice is to disclose that GenAI was used
in the generation of a figure, and an investigator does not disclose
that, then that lack of disclosure should warrant a response in and of
itself — even if falsification, fabrication, or plagiarism is not
(or cannot) be established. Many journals are beginning to set these
standards as requirements for publication of research that uses
GenAI, althoughwhat happens if they are not followed is not clear76

and recent studies have found the practice to be already wide-
spread.77

Regulators should also consider switching to this prospective
standard, like that of the human subjects research regulations,
requiring compliance with a set of rules written to mitigate risk
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and prevent fabrication, falsification, and plagiarism when using
GenAI research tools before it can happen. This is because the risk
of producing erroneous data unintentionally is so high — and the
ability to establish intentionality so challenging— that researchers
not following proscribed steps to protect against them should be
strongly discouraged in and of itself.

Conclusions

The federal government has a long history of trying to find the
right balance in supporting scientific and medical research while
protecting the public and other researchers from potential harms.
To date, this balance has been generally calibrated differently
across contexts — including in clinical care, human subjects
research, and research integrity. New challenges continue to face
this disparate model of regulation, with GenAI being an excellent
example of a new research tool that raises novel issues for data
integrity.78 Because of the likely increase of unintentional fabri-
cation, falsification, and plagiarism while using GenAI tools, and
challenges establishing both these errors and intentionality in
retrospect, we should instead move toward a prospective regula-
tory system that sets community standards for the use of GenAI
in research.
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