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A CENTRAL LIMIT THEOREM WITH CONDITIONING 
ON THE DISTANT PAST 

BY 

D. L. McLEISH 

Serfling (1968) has considered a central limit theorem in which assumptions 
are made concerning the expectation of variables conditioned on their distant 
predecessors. Dvoretsky (1972, theorem 5.3) has continued this investigation. 
Serfling showed that both martingales and 99-mixing sequences satisfied his con­
ditions, and Dvoretsky extended this to Strong mixing sequences of random 
variables. 

In this paper we provide a simple proof of the main result of both of these papers. 
In doing so, we drop the assumption that moments higher than the second exist 
for the random variables in question and replace this by a weaker uniform inte-
grability assumption. In addition, we do not require, as both Dvoretsky and 
Serfling do, rates of convergence for the quantities in (a) and (b) of theorem 1. 

Let Xl9 X2,... be a sequence of random variables, put Sn= 2£=i %i> anc* 
EkU=E(U\Xl9 X29...9 Xk). Denote the Lv norms, (E1'* \U\*>) by \\U\\P and 

w 

convergence in law or in distribution by "—>". 
1. THEOREM. Suppose for some positive constant o2, and functions: ip(n) and 

(p(ri)for which l im^^ ^(/2)=limn_>00 (p(n)=09 we have; 

(a) 

(b) 

'c 1/2 

n ' 
1? Wfc+n~~Sfc) 2 

< xp(ri) and 

< <f)(ri) for all k and n, and 

(c) The set Pk+n 5fc); k = 1, 2 , . . . , n = 1, 2, . . . ) is uniformly integrable. 

Then SJn^a-^NiO, 1). 

Proof. Clearly we may assume without loss of generality that cr2= 1, and that the 
functions ip and y are strictly positive and non-increasing. Then for any fixed 
integer k9 we have, by assumption, kll2\p{{njk)—\)-^0 as «->oo. Therefore, by 
lemma 1, p. 188 of Chung (1968) there exists a non-decreasing sequence of integers 
kn-+oo such that k][2y)((nlkn)—l)->0 as «->»oo. This implies, by the nature of \p, 
that (nlkn)-+co. 
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Now for each n, let m(i)= [in/kn] for all i<kn, where the square brackets indicate 
the "integer contained in". Define an array Xnti=rr1/2(Sm{i)—5m(i_1}) for 1 <i<kn. 

Now observe that the following three conditions are sufficient for corollary 2.1 of 
Dvoretsky (1972). 

(2) The set {knXlti; 1 < i < fcw, n = 1, 2 , . . .} is uniformly integrable. 

(3) max kn ||ETO(i_i>XWi J i -> 0 as n -> oo, and 

(4) max ||fc„£m(«-i)-ïS.«-l|li -> 0 as n -^ oo. 

Generally, 2 implies the Lindeberg condition, 3 implies Dvoretsky's 2.8 and 
4 implies 2.9. We will verify these three conditions for the array {Xnd}. Note that 

(5) — - 1 <m(i)-m(i-l)<— + 1 for all i < kn. 
kn kn 

Condition 2. Clearly 

. \Sm(i)~~Sm(i-l)) 
knrnA<{kJn){nlkn+\) 

m(i) — m(i—l) 

by (5), and this is uniformly integrable by c, since the product of the first two terms 
->1 as n->co. 

Condition 3. 

kn \\^m(i-l)^n,i\\l = knn \\Em(i-l)(Sm(i)~~Sm(i-l))\\l 

< knn-v\njkn + 1)1/2 f((n/kn-l) 

by (a) and (5). But this converges to 0 as n-> oo, since kn /« ->OandA:^V((^J - l ) ->0 . 

Condition 4. Similarly, 

\\knEm(i-l)X<n.i~ l |ll 

= (fcn/w) l l^m( i - l ) (5 'm( i ) - 'S , m(i - l ) ) 2 - (^JII l 

< ( ^ ) l | B » ( M ) ( S „ « ) - S w ( w ) )
a - ( m ( 0 - m ( i - l ) ) | | 1 + 

by (b) and (5), and this converges to 0 as «->oo. Q.E.D. 

We defer further discussion of this theorem to McLeish (3), in which it is shown 
that a sufficient condition for both (a) and (c) to hold for a doubly infinite stationary 
sequence with EX2

0<co, and ES^/n-^a2 is the condition 2JL i \\E-.mX0\\l<co, for 
some 0<2 . This is applied to proving invariance principles under 99-mixing 
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(e.g. Billingsley, theorem 20.1), strong mixing, and various considerably more 
general types of mixing conditions. 
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