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Introduction

Knowledge-first epistemology places knowledge at the normative core of epis-

temological affairs: on this approach, central epistemic phenomena are to be

analysed in terms of knowledge. First put forth in the groundbreaking Knowledge

and Its Limits (Williamson 2000), the knowledge-first approach to epistemological

theorizing is one of the most successful and prolific research programmes in

epistemology and philosophy in general, having given rise to novel theories of

the epistemic justification ((Bird 2007), (Ichikawa 2014), (Lasonen-Aarnio MS),

(Kelp 2016), (Millar 2010), (Miracchi 2015), (Schellenberg 2018), (Silva 2017),

(Simion 2019), (Sutton 2005), (Williamson 2000)) the nature and normativity of

evidence and defeat ((Lasonen-Aarnio 2014), (Kelp 2023), (Dutant & Littlejohn

2021), (Simion 2024c,d), (Williamson 2000)), understanding ((Kelp 2015), (Sliwa

2017)), the basing relation (Carter & Miracchi 2024), permissible suspension

((Miracchi 2017), (Simion 2024d)) norms of inquiry ((Kelp 2023), (Friedman

2020), (Willard-Kyle 2023)), rationality ((Dutant and Littlejohn Forthcoming),

(Miracchi Forthcoming)), KK principles (Goodman and Salow 2018), epistemic

functions ((Kelp 2018), (Simion 2019)), know-how and intentional action ((Pavese

2015), (Stanley & Williamson 2001)), epistemic responsibility and blame

(Lasonen-Aarnio 2014, Williamson Forthcoming), norms of speech acts (Benton

(2011), Kelp (2018), Kelp & Simion (2021), Simion (2021), Turri (2016),

Williamson (1996)), action (Hawthorne & Stanley 2008), practical and theoretical

reasoning ((Fantl & McGrath 2012), (Simion 2021), (Williamson 2000)), percep-

tual entitlement (Millar 2010, Schellenberg 2018), testimonial entitlement (Simion

2021), disagreement ((Hawthorne & Srinivasan 2013), (Simion & Broncano-

Berrocal 2024)), group belief and group justification (Bird (2010), Simion,

Carter, and Kelp (2022)), the epistemology of science (Bird 2022) and the epistem-

ology of law (Bloome-Tillmann 2017, Littlejohn 2017, Moss 2019).

Claims paradigmatically associated with the knowledge-first programme

include that knowledge is a mental state, that it is unanalysable, that it is

distinctively valuable, that knowledge is the aim of inquiry and belief forma-

tion, that other epistemic normative phenomena (e.g. justification, understand-

ing, responsibility, evidence, defeat) are to be unpacked in terms of knowledge,

that knowledge is the norm of assertion and action, that it is essential to

intentional action, that social epistemic phenomena (e.g. testimony, disagree-

ment, group belief) afford unpacking in terms of knowledge. Crucially, many of

these claims are theoretically independent from each-other; unsurprisingly,

while some knowledge-first theorists subscribe to the full research programme,

others only champion some of its claims.

1Knowledge-First Epistemology
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This study focuses on the normative core of the programme: it offers

a defence of an integrated, naturalistic knowledge-first account of justified

belief, reasons, evidence, and defeat, permissible assertion and action, and the

epistemic normativity of practical and theoretical reasoning. On this account,

the epistemic is an independent normative domain organized around one central

function – knowledge – which generates epistemic norms.

Here is the game plan: in Section 1, I argue that the main epistemic

etiological function of our epistemic practice of inquiry is generating

knowledge. In turn, this epistemic function generates epistemic norms

governing moves in our epistemic practice, such as forming and maintain-

ing beliefs, asserting, and reasoning. Section 2 discusses the epistemic

normativity of belief and the nature of justification. Section 3 integrates

the account of justification with a theory of the nature and normativity of

reasons, evidence, and defeat. Section 4 discusses the normativity of action

and assertion, and Section 5 defends a unified account of epistemically

good reasoning.

1 The Knowledge Function

Introduction

Tim Williamson (2000) famously argues for the knowledge-first pro-

gramme on abductive grounds: the best explanation for the fact that an

analysis of knowledge has proven elusive for several decades is that

knowledge does not afford a non-circular dismantling analysis. If so, we

should use knowledge as a primitive in analysing other central epistemic

phenomena.

This section’s ambition is to offer further support to the knowledge-first

programme. I argue that generating knowledge is the function of our epistemic

practices, and that this function generates epistemic norms of proper function-

ing that constitute the epistemic domain.

1.1 Knowledge Is the Function of Inquiry

What is the function of our epistemic practice of inquiry? A clarification: In

asking this question, I follow tradition1 and speak of inquiry broadly conceived:

that is, I take all of our epistemic endeavours to fall under the general epistemic

practice of inquiry: automatically formed attitudes (beliefs that I form as I walk

down the street) as well as careful reasonings and judgments, suspensions,

1 E.g. Kelp (2014a, 2021), Sosa (2023).

2 Epistemology
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credence formations, as well as epistemic exchanges – assertions, tellings,

conjectures, and so on.

Inquiry is an epistemic practice. Practices have main intrinsic goals, or

functions: the practice of driving mainly aims at safely getting one to one’s

destination in a reasonable amount of time; that’s its main function. The practice

of cooking mainly aims at producing tasty and nutritious food. The practice of

medicine aims at generating health, and so on. The restriction to intrinsic here is

crucial; often, but less importantly for my purposes here, practices have extrin-

sic aims too. Plausibly, the practice of inquiry and the practice of medicine share

their extrinsic aim: the aim of survival. Compatibly with that, these two

practices will have different intrinsic aims. Ideally, when the intrinsic aim of

the practice is achieved, it reliably serves the achievement of the corresponding

extrinsic aim. This, however, may not be the case. Some of our practices are bad

for us.

Now, note that, when it comes to their goals, practices tend to strike a good

balance between value and achievability; they are often aimed at the most

valuable achievable intrinsic goal. The value at stake is not good simpliciter,

to be sure; many of our practices have horrible goals!What is at stake is domain-

specific goodness. Driving does not aim at teleporting you to your destination.

Nor does it aim at safely getting you one mile away from your destination. It

aims at getting you to your destination –which is the most valuable target in the

domain – in a reasonable amount of time – which is an achievable goal.

Similarly, cooking aims at producing tasty food, not at producing, say, self-

generating nutrients (not achievable), nor half-baked goods (not the most

valuable). Medicine aims at generating health, not at making us immortal (not

achievable) nor at keeping us barely alive (not the most valuable goal).

Practices’ intrinsic goals tend to strike a good balance between value and

achievability.

It is widely accepted that knowledge is, epistemically, more valuable than any

lesser epistemic standing. The way in which knowledge is more valuable has

been a topic of debate in the past years (e.g. Pritchard (2010)). The challenge,

however, is to explain how, not to argue that it is: little doubt2 has there been

expressed – since Plato’s Meno – with regard to the superiority in value thesis

itself. Furthermore, several people think that knowledge is not only more

valuable than lesser epistemic standings, but also distinctively so. That is, the

difference is one in kind rather than in degree (Pritchard 2010, Simion and Kelp

2019). I have argued in previous work that this is so because knowledge marks

a jump on the epistemic value continuum, in that it stands in a non-Archimedean

2 But see e.g. Pritchard (2009) and Kvanvig (2003) on scepticism about the value of knowledge.

3Knowledge-First Epistemology
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value relation to states that fall short of knowledge: for the aim of leading

a cognitively flourishing life, for creatures like us, some amount of knowledge is

better than any amount of mere true beliefs. A life of cognitive flourishing is

a life rich (enough) in knowledge.

Second, note that, in most epistemic walks of life, knowledge is readily

available (Kelp & Simion 2017): we are fairly well-equipped epistemic agents,

living in an extremely friendly epistemic environment. Furthermore, knowledge

is much more readily available, and thus much more easily achievable, than

both lesser and stronger epistemic standings. When it comes to stronger states –

such as certainty or understanding –, that should be easy to see. It takes us quite

a bit of time and effort – and, arguably, a fair amount of knowledge – to achieve

understanding. Furthermore, (epistemic) certainty is hard.

To see it for states that fall short of knowledge too, consider first perceptual

beliefs about middle-sized dry goods. My belief that there is a computer on the

desk before me qualifies as knowledge: it is produced by a highly reliable ability

to recognize computers in an epistemically hospitable environment. The crucial

point is that belief formation by suitable processes in hospitable environments is

the norm; formation of beliefs by unsuitable process, or in inhospitable envir-

onments is the exception. If this isn’t immediately clear, consider again my

belief that there is a computer on the desk before me and ask yourself what

would have to be the case for my belief to remain true but fall short of

knowledge: I mistake a hologram for a computer, whilst unbeknownst to me

there is a computer somewhere else on the desk, I acquire my belief by a highly

unreliable process such as a coin-toss. While any of this might come to pass, it is

undeniable that, as a matter of fact, it only rarely does.

Consider, also, testimonial belief about propositions of practical importance:

propositions about bills that need to be paid, the nature of your sickness and the

medication that will cure it, what’s available at the local restaurant, and so on.

Or consider inferentially supported beliefs that exploit a variety of natural and

social regularities: that my couch is still in my living room, that Paris is still the

capital of France, and so on. Here too, when beliefs in these ranges are formed

by suitable processes in sufficiently hospitable epistemic environments, they

will qualify as knowledge.

These considerations suggest that, in a wide range of cases, knowledge is

easily achievable. All we have to do to acquire knowledge is open our eyes,

listen to what other people tell us, attend to our feelings, and so on. In contrast,

true belief that falls short of knowledge is a rare commodity that exists only in

very special environments. What is readily available is true belief that is

knowledge (Kelp & Simion 2017).

4 Epistemology

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009454964
Downloaded from https://www.cambridge.org/core. IP address: 13.201.136.108, on 26 Jul 2025 at 06:27:04, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009454964
https://www.cambridge.org/core


Why not say that the aim of belief is truth (not true belief that falls short

of knowledge, but truth simpliciter)? If we aim at true beliefs, every instance

of knowledge will accomplish this aim, and so will some true beliefs that

aren’t knowledge. So true beliefs will be an easier aim to achieve than

knowledge. Furthermore, plausibly, in the vast majority of cases, true belief

just is knowledge.3

If I am right and the goal of a practice is often defined by the best score on

both achievability and value, however, in virtue of the distinctive value of

knowledge, knowledge and not true belief is plausibly the goal of the practice,

even if the latter is present whenever the former is present and, sometimes (but

not often) when the former is absent. To see this, note that, similarly, getting one

to one’s destination is more plausibly the goal of driving than getting one to

a point that’s situated precisely one inch before one’s destination, in virtue of the

fact that the former is more valuable than the latter (in spite of the fact that the

latter is always achieved when the former is, and, likely, in virtue of being more

easily achievable, on some cases when the former is not).

To take stock: We have seen that goals of practices tend to strike a good

balance between value and achievability: they are the most valuable achievable

goals. I have argued that knowledge is more valuable than lesser epistemic

standings and much more easily achievable than both weaker and stronger

states.

I submit, in the light of all this, that we have good reason to believe that

knowledge is the most valuable achievable epistemic state, and thus the func-

tion of the epistemic practice of inquiry.

Importantly, that is not to say that some particular species of inquiry can’t aim

at stronger epistemic states: to the contrary, it is plausible that, for instance,

scientific and moral inquiry aim at understanding the relevant phenomena.

Note, though, that this is perfectly compatible with our general practice of

inquiry aiming at knowledge, since species of a genus are bound to have extra-

properties, on top of those of the genus itself.4

Perhaps more surprisingly, my view is also compatible with a particular

species of inquiry aiming at less than knowledge. Here is why: a well-

researched category in normative ethics is that of ‘contrary-to-duty impera-

tives’. Very roughly, these are norms that step in when one is in breach of

a norm. You break your neighbour’s window; that is in violation of quite a few

types of norms –moral, social, prudential, and so on. Now, the contrary-to-duty

3 See also Hetherington (2000) for a view that uses a similar claim to put forth an analysis of
knowledge as true belief.

4 I am assuming a view on which understanding implies knowledge (see e.g. Kelp (2015)). For non-
factive views of understanding, see e.g. Elgin (2017).

5Knowledge-First Epistemology
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imperative asks you to apologize: it’s what one ought to do given that not

breaking the norm is not an option that’s still on the table. It’s the next best thing

to do.

Similarly, there are domains where and situations when knowledge is not

attainable. Some think philosophy is a domain like that;5 I disagree.

However, if this is true, we should expect this sub-domain of inquiry to

be aimed at less than knowledge – roughly, to be aimed at the next best

epistemic standing. Alternatively, one might be in a situation where urgency

makes it unlikely that knowledge is achievable in the available amount of

time: reporting is often like that. In these situations, as I have argued at

length elsewhere,6 one’s reporting should be based on the best achievable

epistemic standing. Again, all this is perfectly compatible with the frame-

work I am developing here.7

1.2 Etiological Functions

I borrow the general normative picture I rely on from philosophy of

biology – that is, from the normativity of etiological functions: in traits,

artefacts and practices alike, functions generate norms. There is such a thing

as a properly functioning heart, a properly functioning can opener and

a proper way to make coffee. If that is so, what we need in order to identify

a particular type of norm governing a particular type of practice, is to first

identify its function.

5 See e.g. Goldberg (2017).
6 Simion 2016.
7 Crucially, note that this observation (in conjunction with the value-theoretic picture defended so
far) leaves it open whether in these fields, belief that falls short of knowledge will be permissible:
after all, one need not hold that one should always end inquiry with belief: justified credence
might do. Furthermore, what one wants to say here will also depend on one’s commitments
concerning justified belief and suspension. For people liking the claim that justified belief is
knowledge, suspension will be permissible only when one does not have enough epistemic
support for knowledge (e.g. Hawthorne and Srinivasan 2013). On my preferred view (Simion
2024d), suspension is justified insofar as one does not have the support needed for forming
a justified belief, and justified belief is belief formed via a properly functioning knowledge-
generating cognitive capacity (see Section 2). Views like this might raise some eyebrows (see e.g.
McGlynn 2014): say that I know that I cannot know that p, but I also know that I have pretty strong
support for p (just not enough for knowledge). Lottery cases are paradigmatic cases in this respect.
Why should I not believe? After all, a true belief is surely more valuable than suspension. Note,
however, that (1) just because belief is also epistemically valuable, it does not yet follow that it is
more valuable than suspension, and (2) views like these do not predict that full neutrality is
required in these cases – but mere belief suspension: one can always form the corresponding
credence, without seemingly missing out on much. A high credence that one’s preferred philo-
sophical theory is true seems to be sufficient to get by, without full belief on the topic. For
arguments against the Lockean thesis (i.e. the thesis that justified belief maps on to sufficient
justification for high credence short of 1), see e.g. Kelp (2014b) and Douven and Williamson
(2006).

6 Epistemology
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On the etiological theory of functions,8 functions turn on histories that

explain why the item exists or operates the way it does. Take my heart: tokens

of the type pumped blood in my ancestors. This was beneficial for my ancestors’

survival, which explains why tokens of the type continue to exist. As a result,

my heart acquired the etiological function (henceforth also e-function) of

pumping blood. Acquiring an etiological function is a success story: traits,

artefacts and actions get etiological functions of a particular type by producing

the relevant type of benefit. My heart acquired a biological etiological function

by generating biological benefit. Through a positive feedback mechanism – the

heart pumped blood, which kept the organism alive, which, in turn, ensured the

continuous existence of the heart – our hearts acquired the etiological function

of pumping blood.

Not all functional items follow the model of the heart: there will be cases

where a requirement of selection over generations for function acquisition will

be implausibly strong.9 The paradigmatic case is that of beneficial macro-

mutations, also known as hopeful monsters10 (Graham 2014, 30). Most muta-

tions are harmful (think of extreme birth defects); once in a while, though,

a happy accident happens: someone is born with an almost entirely new trait or

organ, very different in kind from its ancestral trait, which actually benefits the

recipient. Since they are mutations, they don’t have an evolutionary history;

they are ‘first generation’ traits. Still, they can acquire functions. What matters

is that the existence/continuous existence of a trait is explained via a history of

positive feedback.

While etiology does require some history, then, it does not require an awful

lot of it; there are several ways to cash out the etiological requirement that do not

presuppose directional selection, that is, selection over generations.11 A trait can

also acquire a particular function by ongoing, maintenance selection, or through

a learning process, or even by the metabolic activity of the organism itself. What

it all amounts to is explaining the existence/continuous existence of a trait

through a longer or shorter history of positive feedback (Graham 2014, 35).

Here is, then, on a first approximation, what it takes for a trait to have an

etiological function of a particular type:

E-Function: A token of type T has the e-function of type B of producing effect

E in system S iff (1) tokens of T produced E in the past, (2) producing E resulted

8 Defended by e.g. David J. Buller (1998), Ruth Millikan (1984), Karen Neander (1991). The
etiological theory of functions is, by far, the most widely endorsed view in the literature. Its main
competitor is the systemic theory of functions defended in Cummins (1975).

9 See e.g. Sosa (1993) on Swampman.
10 Davidson’s Swampman is the epistemic incarnation thereof (Sosa 1993).
11 See Buller (1998) for an excellent overview of etiological theories of function.
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in benefit of type B in S or S’s ancestors and (3) producing E’s having

B-benefitted S or S’s ancestors contributes to the explanation of why

T continues to exist in S.

Importantly, in contrast to orthodoxy (Graham (2012), Millikan (1984)), which

takes biological benefit to ground all etiological functions, my account takes

functions to be typed by the corresponding benefit. As such, on my account, if

a trait produces a benefit of type B in a system, the function thereby acquired

will be a function of type B. If it is biological benefit that is at stake in function

acquisition, what we get is a biological function. On this view, the heart’s

function to pump blood is a biological function in virtue of the fact that the

produced benefit is also biological – that is, survival. The function of music is an

aesthetic function in virtue of the fact that the produced benefit is an aesthetic

benefit. And so on. Now, of course, aesthetic benefit might, and often will, also

result in biological benefit. When this happens, music will also thereby acquire

a biological function. What is important to keep in mind, though, is that the

benefit that is essential to aesthetic function acquisition is the aesthetic one. The

fact that biological benefit is also associated with it is, at best, a contingent

matter of fact.

The etiological functionalist picture offers further support to the knowledge-

function hypothesis. To see this, note that knowledge meets E-Function:

E-Function-Inquiry: The practice of inquiry has the epistemic e-function of

generating knowledge in the population iff (1) inquiry has produced knowledge

in the past, (2) producing knowledge resulted in epistemic benefit in the

population and (3) the fact that (2) contributes to the explanation of why the

practice of inquiry persists in the population.

(1) is overwhelmingly plausible on pain of generalized scepticism: our practice

of inquiry has produced knowledge in the past; (2) is the widely accepted

distinctive epistemic value of knowledge thesis; finally, plausibly, the fact that

it was successful in generating knowledge contributes to the explanation why

our practice of inquiry has not been discontinued (3).

If this is the case, it follows that knowledge is, at least, one epistemic function

of inquiry. That is enough for it to generate corresponding epistemic norms.

Of course, knowledge is not the only epistemic state that meets the

E-function: a case could be made for thinking that producing true beliefs,

justified beliefs, certainty, understanding meets the E-function for inquiry.

Why not, then, think that one function of inquiry is to produce knowledge,

another is to produce true beliefs, another is to produce justified beliefs, another

is to produce understanding, and so on? And if this picture is plausible, why
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think knowledge is ‘first’ in the relevant sense – in that we should analyse all

other epistemically interesting phenomena in terms of knowledge – rather than

have a pluralistic picture, where the epistemic domain is organized around

several epistemic goods, which deliver distinct epistemic norms?12

Lots of things have several functions of different types: clothing, for instance,

serves a prudential function (keeping us warm), and an aesthetic function

(generating good aesthetic experiences). Each of these types of function will

generate corresponding types of norms: prudential functions will generate

prudential norms, aesthetic functions will generate aesthetic norms, and so on.

Sometimes, however, things can serve several functions of the same type

(T-function). When this happens, the question that arises is: which T-function

is the one generating the norms governing the thing in question? The answer is:

the main T-function (Simion 2019). To see this, note that the main T-function of

a trait is the one that maps on to attributive goodness (Geach 1956), and thus to

meeting the corresponding evaluative norm: the one that determines when

something is a good token of its type. For instance, the main prudential function

of a knife is to cut things. We know this because it maps on to what it is for

a knife to be a good token of its type: a good knife is a sharp knife. Blunt knives

can also serve secondary prudential functions; for instance, they may be useful

for kids playing house, or for being displayed in a museum. Compatibly, what

determines attributive goodness is the main function of the knife.

Why think that knowledge is the main function of inquiry?Why not truth, for

instance? Since knowledge is a stronger epistemic standing than truth, arguing

from the claim that generating knowledge is one epistemic function of inquiry to

the stronger claim that the main function is generating knowledge rather than

truth will be fairly straightforward. After all, knowledge implies truth; if

pumping blood in our circulatory system is one biological function of the

heart, it will be fairy implausible to hold that, alongside this particular function,

the heart also has the function of pumping.

Note, also, that what the case of the heart suggests is that proper function

ascriptions are value loaded: that is, the proper description of the function

corresponds to the (most) valuable contribution of the respective trait to the

relevant system. The function is pumping blood in the circulatory system – not

just pumping blood, since pumping it anywhere else would fail to be valuable

for the organism; also, not just pumping something in the circulatory system,

since pumping orange juice would also fail to do the work. On the other hand,

the function of the heart is not ‘pumping blood and making a beating sound’

either; plausibly, that is because pumping blood and making a beating sound

12 E.g. Gerken (2018) resists knowledge-first and proposes a pluralistic picture along these lines.
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does not seem to be in any way more valuable to the organism than merely

pumping blood. If that is the case, however, it looks as though, similarly to the

case of the heart, value considerations give us reason to believe that proper

function attribution involves knowledge rather than true belief.

How about certainty or understanding?Will these states not be more valuable

than knowledge? And if so, will they not be good candidates for being the main

function of inquiry?13 Two things about this: first, many think these states just

amount to knowledge (e.g. Williamson 2000, Khalifa 2017, Kelp 2015, Sliwa

2017).14 Second, for theorists that deny this, E-Function will be hard to defend

for their preferred epistemic states: if certainty is a stronger epistemic state than

knowledge (something like Cartesian certainty, perhaps), there is a worry that

limited cognizers like us have not achieved it much in the past, in which case it

does not meet E-Function. Conversely, people who deny that understanding

reduces to knowledge usually hold a non-factive account. If so, the claim that

understanding is more valuable than knowledge, and thus the main E-Function

of inquiry, is rather implausible (or at least in need of further defence).15

1.3 Epistemic Functions and Epistemic Norms

I have argued that generating knowledge is the epistemic etiological function of

inquiry. If this is right, we have all we need to move on to identifying central

epistemic norms that we are interested in.

Here is why: epistemically significant endeavours such as forming beliefs,

judging, asserting, and reasoning are moves in the practice of inquiry. Moves in

practices aim (either directly or indirectly) to fulfil the function of the practice.

The difference between direct and indirect aiming lies with achievability: for

some moves in practices, the goal of the practice is only indirectly rather than

13 E.g. Falbo (2023) and Woodard (forthcoming) argue that inquiry sometimes aims at a more
demanding status than knowledge. Beddor (2020) argues that many of our epistemic practices
are geared around epistemic certainty. Nado (2019) argues that much of scientific practice is
geared primarily at securing an epistemic state that reduces the chance of error well below the
threshold usually required for knowledge.

14 In the case of objectual understanding, many theorists believe it amounts to something like
comprehensive and interconnected knowledge (e.g. Kelp 2015, Sliwa 2017). As such, objectual
understanding will plausibly be the function of inquiry into general phenomena, rather than into
questions of fact – and thus will not compete with the claim defended here.

15 Does all this tell us that we have to take knowledge – and only knowledge – as primitive in
epistemology? Do these considerations imply the implausibility of an epistemic pluralistic
picture? No, more work will have to be done to this effect – work that falls outside of the
ambitions (and available space) here. This section provides positive arguments in support of the
plausibility of a knowledge-first picture, rather than knock-down arguments against an alterna-
tive methodological approach. Compatibly, everyone has to choose their primitive(s), and at the
end of the day, the methodological approach that fares best in terms of theoretical virtues of the
resulting theory will be the preferable theory. This Element makes the case for putting
knowledge first.
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directly reachable. Diabetological consults are moves in the practice of medi-

cine, and they aim directly at fulfilling the goal of the practice of medicine:

curing diseases. In turn, some moves aim at this final practice goal only

indirectly, while aiming directly at intermediate goals: performing glycemia

tests aims (directly) at informing the diabetologist as to how well the patient is

doing, which, in turn, aims directly at her diagnosing the patient correctly, and,

further, at curing her disease. In this, glycemia tests aim indirectly at the goal of

the practice of medicine. They aim at making progress towards it. Baking cakes

is a move in the practice of cooking, and it aims directly at fulfilling the aim of

the practice: producing tasty, nourishing food. My getting the flour off the shelf

aims indirectly at the general aim of the practice by aiming directly at adding

flour to the cake mix. It aims at making progress towards producing tasty,

nourishing food. And so on.

Similarly, moves in the practice of inquiry – that is, all epistemically signifi-

cant states and actions – will aim either directly – plausibly: belief formation,

assertions, reasonings – or indirectly: credences, withholdings, suspensions – at

the aim of the practice of inquiry. The difference, again, will lie with goal

achievability. Since beliefs, assertions and conclusions of reasonings can be

knowledgeable, in a way in which things like credences, suspensions, and

withholdings cannot, we get a picture whereby belief formation aims directly

at fulfilling the function of the practice of inquiry (knowledge), while, at the

same time, credence forming, suspending, and withholding aim at knowledge

indirectly: the formation of these transitional attitudes aims directly at adjusting

ones doxastic states to the available evidence, which, in turn, plausibly ultim-

ately aims at the aim of inquiry – knowledge generation.16

The etiological account is an account of functions as purposes: by being

selected for it, our hearts have acquired the purpose of pumping blood in our

organisms. Reaching that purpose – that is, successfully pumping blood – will

amount to function fulfilment. But purposes will also come with associated

norms prescribing the right way to proceed in order to reliably enough reach the

corresponding purpose in normal conditions. Because its function contributes to

the explanation of its very existence, the trait in question ought to perform in

a way that is associated with likely function fulfilment in normal conditions –

that is, conditions similar to those in which it was selected. Your heart will be

properly functioning when it will work in the way in which it reliably enough

fulfils its function of pumping blood in your circulatory system in normal

conditions: beating at rate of 60–120 beats per minute when resting.

16 This Element will not discuss norms for transitional attitudes. See Staffel (Forthcoming) for a
book-length treatment, Kelp and Simion (2024) for credences and Simion (2024d) for proper
suspension.
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Note, then, that there are two ways a functional item might go right, and two

ways it may go wrong. The unhappy cases are: breach of the norm of proper

function, that is, malfunction (in the case of the heart, not beating at the relevant

rate) and failure to fulfil its function (not pumping blood). The happy scenarios

are, of course, proper functioning (beating at the relevant rate) and function

fulfilment (pumping blood). Crucially, failure/success in one respect need not

imply failure/success in the other. A trait can be malfunctioning – thus, in

breach of the norm – and still fulfil its function (i.e. reach its aim), and the

other way around: proper functioning need not imply function fulfilment. To see

this, think of a situation where a surgeon takes the heart out of your chest, places

it in a vat full of nutrients for a short while and plugs it to a pipe circuit filled

with orange juice (Graham 2012, 449). Your heart, of course, will fail to fulfil its

function of pumping blood under these circumstances; it will, as a matter of fact,

be pumping orange juice. But this does not make it into a malfunctioning heart;

to see this, compare it to a heart that has stopped pumping blood because it has

been stabbed by a dagger.

Also, not only need proper functioning not imply function fulfilment, but the

other direction of the entailment does not hold either. After all, your dagger-

stabbed heart can fulfil its function in spite of being malfunctioning, through

some lucky circumstance, say, a blood circulation-triggering magnetic field of

sorts being in place.

Let us take stock: the etiological theory of functions gives a respectable

naturalistic gloss to norms and purposes: your heart aims at pumping blood

because successfully reaching this aim contributes to its continuous existence.

Also, your heart ought to beat at a particular rate, because that is the way in

which it reliably enough fulfils its function.

It turns out, then, that the e-functionalist picture constitutes itself in

a straightforward norm-identification machinery. First, we need to identify the

e-function served by the trait/artefact/practice in question. Once the function is

identified, the question we need to ask ourselves is: how does the trait/artefact/

practice fulfil its function in normal conditions? The answer to this question will

give us proper functioning. In turn, the relevant trait/artefact/practice will be

functioning permissibly if and only if it is properly functioning; like this, we get

the content of the norm we are after.

Furthermore, on this picture, we also get an easy way to identify the type of

norm at stake: norms will be typed by the corresponding functions, which, in

turn, are typed by the produced benefit.

This way to think about epistemic normativity has three main advantages:

first, it is naturalistically respectable. Second, it delivers normative independ-

ence for epistemology from other normative domains: the epistemic practice of
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inquiry is organized around an intrinsic epistemic value: knowledge. Third,

importantly, the account neatly integrates the normativity of all epistemically

significant endeavours as dropping out of the knowledge function of inquiry.

One worry that I hear sometimes is that functionalist norms may not be

normatively ‘oomph-y’ enough to play the roles that epistemologists are inter-

ested in. Particular types of functions will deliver particular types of norms,

independently on whether function fulfilment is all-things-considered valuable.

There will be practices among assassins that have certain functions. Are these

genuine values/norms at all? Don’t functionalist norms suffer from lack of

‘normative oomph’?17

Central values in a domain are valuable for their own sake, relative to the

domain. It is a different question altogether, however, whether the domain itself

is of any independent value to begin with. Some norms in some domains will

have further normative oomph (not merely domain restricted, that is), insofar as

the domain itself is valuable. For the epistemic domain, the question of ‘norma-

tive oomph’ is, then: is the domain itself valuable to begin with – which in turn,

would give non-domain-specific normative oomph to its internal norms – or

not?

On my account, epistemic norms have (1) domain-bound normative force, in

that they promote knowledge, which is the value around which the domain is

organized, and (2) not-domain-bound normative force, in that ‘the epistemic’ is

a domain that is valuable for our survival. I find it empirically plausible that the

reason why our cognitive capacities continue to exist is because they are good

for us, biologically. Importantly, though, on my account, epistemic normativity

does not reduce to biological normativity. Epistemic normativity is there to

‘serve’ epistemic functions alone. Compatibly, fulfilled epistemic functions

are de facto good for us, biologically, and thus epistemic norms also enjoy

non-domain-specific normative oomph because doing well epistemically is, at

least for the most part, good for us, biologically.

Conclusion

I have argued that knowledge is the main etiological epistemic function of

inquiry. Furthermore, I have shown that, once we have identified the epistemic

function of the practice of inquiry, this will give us epistemic norms of proper

functioning governing moves in the practice, such as belief formation, reason-

ings, and speech acts: it will give us a full knowledge-first theory of epistemic

normativity. The following sections develop this theory.

17 Thanks to Matt McGrath for very inspiring discussions on this topic.
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2 Justified Belief

Introduction

Justification is widely taken to be normative. The following is an attractive way

of capturing this thought:

The Deontic Thesis (DT). One’s φ-ing is prima facie practically, morally,

epistemically, and so on justified if and only if one prima facie practically,

morally, epistemically, and so on permissibly φs.

If DT captures the way in which justification is normative, then DTB captures

the sense in which the epistemic justification of belief is normative:

The Deontic Thesis for Belief (DTB). One’s belief that p is prima facie

epistemically justified if and only if one epistemically prima facie permissibly

believes that p.18

Given a substantive account of permissible belief, we can use DTB to derive

a substantive account of justified belief and vice versa.

2.1 Simple Knowledge-First Theories of Justification

Here is one popular account of the normativity of belief:

KNB: A belief is epistemically permissible if and only if knowledgeable.

DTB in conjunction with KNB gives:

JB=K: One’s belief that p is epistemically justified if and only if knowledgeable.

Several philosophers follow Tim Williamson (2000) in upholding both KNB

and JB=K (e.g. Littlejohn (2013), Sutton (2005)). The view has important

theoretical advantages: it predicts lack of justification in cases featuring beliefs

based on bare statistical evidence: these are cases of lack of knowledge, therefore

lack of justification. It neatly explains historical failures to offer a dismantling

analysis of knowledge; it delivers a unified normative picture for belief, assertion,

reasoning, and action: on this picture, knowledge is the unique epistemic norm.

JB=K faces one important worry,19 however:20 on JB=K, the concept of

justification seems too strong to play some of the most important roles we

18 I will use ‘justification’ as shorthand for ‘epistemic justification’, unless otherwise specified.
19 Some authors have challenged the knowledge norm of belief on linguistic grounds, that is, on the

grounds that it conflicts with the way we use ‘belief’ in language to hedge; see, for example, van
Elswyk & Willard Kyle (forthcoming).

20 See e.g. McGlynn (2014) and Brown (2018).
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have historically wanted it to play: it fails to grant justification to both deceived

and Gettierized victims21 – after all, they don’t know – and it fails to allow for

justified false beliefs.

That being said, of course, knowledge-firsters are not known to be particu-

larly worried about being in line with tradition – and the traditional, non-factive

notion of justification doesn’t make an exception. Compatibly, however,

anyone who wants to offer an extensionally adequate theory needs to either

accommodate the intuitions of the traditionalist, or else offer a convincing error

theory.

Traditionally, JB=K theorists distinguish between blameworthiness and norm

violation to answer this worry. According to them, we are not very good at

distinguishing between intuitions pertaining to these two different normative

categories; the ‘warm and fuzzy feeling’ that we get when we consider the

unfortunate epistemic situation of, for instance, the deceived victim (or the

Gettierized victim, or the epistemically conscientious false believer), we con-

fuse for approval sourced in compliance with the norm of belief, when, in fact,

its source is mere blameless norm violation.22

Now, since blamelessness is, itself, a normative notion, there are conditions –

that is, normative constraints – that one needs to meet in order to qualify as

a blameless norm violator. Here are but a few identified in the relevant literature:

lack of control over one’s actions, ignorance ((Kelp and Simion 2017),

(Littlejohn Forthcoming), (Zimmerman 1997)), being generally disposed to

conform with the norm, acting as one who is so disposed (Williamson

Forthcoming). The question, then, becomes: what is the status of these further

constraints?

According to Tim Williamson, these normative constraints are derivative of

the primary norm at stake – the knowledge norm of belief (Forthcoming, 7–8).

On this normatively pluralist picture, there is an important difference to bemade

between the normative status conferred by the primary norm governing φ-ing –

mapping on to justified φ-ing – and the normative status conferred by mere

compliance with the derivative norms – mapping on to blameless norm viola-

ting φ-ing. In this way, according to Williamson, the deceived, the Gettierized

victim, and the conscientious false believer, while doing what someone dis-

posed to comply with the norm of belief would do – and thereby complying with

the blamelessness-conferring derivative norm – they fail to comply with the

primary, justification-conferring norm.

21 See Gettier (1963) and Goldman (1976).
22 Littlejohn (Forthcoming), Williamson (Forthcoming).
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Insofar as it is overwhelmingly plausible that, in general, norms can be

blamelessly broken, the JB=K line drops out nicely from general normativity

theory.23

There are two worries for this move, though. The first pertains to the

account’s potential to capture all the needed normative distinctions. The

problem cases are cases in which cognizers employ bad methods of belief

formation (e.g. astrology) blamelessly, because they don’t know better (nor

could they have known better). There intuitively seems to be an epistem-

ically interesting normative distinction between deceived and Gettierized

victims, or everyday conscientious false believers on one hand, and believ-

ers blamelessly and unbeknownst to them employing epistemically dubious

methods in forming beliefs on the other. The former are intuitively epi-

stemically better off than the latter. If I falsely believe the train is leaving

at 8 because that’s what the website of the rail company shows, one might

think, I am epistemically superior to someone who (unbeknownst to them)

forms the same belief based on wishful thinking. However, on a picture

like JB=K, it’s hard to see why, since all these cases are predicted to be

cases of blamelessness.

Second, note that epistemology is not strange in the normative landscape for

needing a distinction between justification/permissibility on one hand, and

success on the other. Giving money to charity is a morally justified/permissible

action even if, on a particular occasion, due to a strike of bad luck, the money

fails to reach its intended target, and thus your action is not successful in helping

people. However, on the JB=K knowledge-first picture, successful belief and

justified/permissible belief coincide: they both amount to knowledgeable belief.

This turns the concept of epistemic justification in a bit of an odd ball in the

normative landscape; for prior plausibility, the JB=K theorist owes us an

explanation as to why this should be so.

2.2 Modal Knowledge-First Theories of Justification

In response toworries along the previous lines, several more complex knowledge-

first views have been put forth in the literature. The recipe is, again, normative

pluralism: recall that Williamson took the primary norm of belief (the knowledge

norm) to map on to justification, while derivative norms to map on to blameless-

ness. Contra JB=K, complex views take the permissibility at stake in DTB to map

on to milder, non-factive norms.

To see how this goes, note that DTB makes no mention of what norm the

permissibility mapping on to justification refers to. Of course, if there is one and

23 For worries, see Gerken (2011) and Brown (2018).
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only one norm of belief, the answer is easy. On a normative pluralist picture,

however, what we need is a more restricted version of DTB, that makes it clear

to what norm the permissibility at stake refers to. One need not abandon either

KNB or DTB. One can just go for normative pluralism in conjunction with

a different, milder epistemic norm featured in DTB. On this type of view, while

knowledge is the evaluative norm of belief – for what a good belief is –

justification will map on to permissibility by a weaker (often derivative, pre-

scriptive) norm governing belief.

There are several families of views in the literature developed along these

lines.

One such account is the modal account. According to Alexander Bird (2004),

Jonathan Ichikawa (2014), and Steven Reynolds (2013), justification is (in

a sense to be specified further), would-be-knowledge: it maps on to some

features of the believer, which, in conjunction with friendlier external condi-

tions, would constitute knowledge.

For Bird, what matters is that the believer have the same mental states at

this world as a knower does at a different possible world (Bird 2007, 86).

According to Jonathan Ichikawa, ‘a subject’s belief is justified just in case

her intrinsic state is consistent with her having knowledge’ (2014, 189).

Finally, Reynolds imposes a (non-stringent) accessibilst condition on justi-

fication: on his account, justification is the appearance of knowledge

(2013, 369).

Recall that we have seen that, when it comes to justification in general,

successful φ-ing comes apart from justified φ-ing. Modal knowledge-first

views vindicate this thought, and thus score better than JB=K on this front.

According to its champions, knowledge is the goal of belief – as such, success-

ful belief will be knowledgeable belief – while the permissibility at stake in

DTB maps on to a weaker state: would-be-knowledge.

The question that naturally arises for these views, however, is one of prior

plausibility: why should we think would-be-knowledge has the normative

significance ascribed to it by these views? The champions of modal accounts

give different answers to this question.

Reynolds takes the normativity of assertion to explain the normative status of

possible knowledge. According to him, knowledge is the norm of assertion, and

one needs to keep one’s beliefs in constant check for assertability. Awareness of

knowledge, then, is instrumental to permissible assertion, which explains its

distinctive normative status (Reynolds 2013, 367). There are two main worries

for this move, however: First, assertion is a social phenomenon. Surely, though,

we already had justified beliefs before living in a society. Second, for

Reynolds’s argument to work, what is needed is a fairly sophisticated second
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order state of awareness. That is, quite a bit of reflective work and conceptual

competence seem needed for selecting assertable beliefs; this makes the view

unfriendly towards non-sophisticated cognizers. Surely, though, my three-year-

old daughter Mia is justified to believe that there is milk in the fridge, in spite of

her incompetence in assessing beliefs for assertability.

Ichikawa identifies a different normative source: he takes matters internal to

the believer to map on to blamelessness. According to him, then, justified belief

is a kind of blameless belief, which explains its normative significance

(Ichikawa 2014, 193). Recall, though, that one important worry for JB=K was

that the account predicted no normative difference between massively deceived

and Gettierized victims, or everyday conscientious false believers on one hand,

and believers blamelessly employing epistemically dubious methods in forming

beliefs on the other. It is easy to see that Ichikawa’s account inherits this

normative problem.24 Ichikawa’s view will deliver a uniform justification

diagnosis for all these cases, since all these folks are in an intrinsic state that

is consistent with them having knowledge. However, the former are intuitively

epistemically better off than the latter.

Bird’s picture does better on this front: according to him, there is a clear

normative difference between blamelessness and justification; justified belief

is not merely blameless, but praiseworthy (2007, 108). In aiming at know-

ledge, one can fail to reach one’s aim while doing nothing wrong (blame-

lessly); that is, for instance, the case of someone who is brainwashed into

believing a falsehood. In contrast, one can fail to believe knowledgeably

while, at the same time, doing something right, that is, praiseworthy. This

latter normative dimension, according to Bird, maps on to justified belief,

and regards one’s proper ‘ordering’ of one’s mental life (2007, 108). Bird

motivates his view as follows:

[Some] failures can be laid at the door of the believer, because the
source of failure is one or more of the believer’s mental states, and
some failures can be ascribed to mischance, in that the failure is due to
some mentally extraneous factor. The role of the notion of justification is
to mark the difference between these different sources of failure. (Bird
2007, 96)

According to Bird, then, the crucial role played by the concept of justification –

that is, epistemic praiseworthiness – is to mark the difference between failure

that is due to our environment and failure that is due to us.

24 See also Hetherington (2002) for further worries affecting views that take epistemic justification
to be a function of epistemic responsibility.
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Now, here is the worry: Bird is a content externalist (as one should be). As

such, what mental states one is in will not merely supervene on internal features

of the subject. In this, Bird’s justification is not solely dependent on matters

internal to the believer: since being in a mental state or another depends on the

environment, and since justification depends on being in a particular mental

state, Bird’s subjects will only host justified beliefs if they are in a friendly

environment – that is, an environment in which they have the mental states

required by would-be-knowledge. But then, it is not clear how his account of

justification fits the motivations put forth in its support. After all, failure to be in

the right mental state is not, as Bird puts it, something that can be fully ‘laid at

the door of the believer’, any more than knowledge is. They both depend on the

cooperation of the environment. The view remains silent on the normative

significance of would-be-knowledge after all. Mutatis mutandis, more needs

to be said in support of its prior plausibility.

2.3 Knowledge-First Virtue Epistemologies

Knowledge-first virtue epistemological accounts (e.g. Mirachi (2015), Kelp (2016,

2018, 2021), Lasonen-Aarnio (MS), Millar (2010), Schellenberg (2018)) unpack

justified belief (broadly speaking) as belief formed via knowledge-generating

abilities (or virtues, or capacities).

Millar and Schellenberg offer accounts of perceptual justification in the first

instance. Millar’s account is factive, so many of the things I said about JB=K

views will apply to his account as well. Schellenberg (2018) develops what is

strictly speaking a capacities-first rather than a knowledge-first view: on her view,

justification is to be analysed in terms of knowledge, and knowledge is to be

analysed in terms of capacities. Lasonen-Aarnio (MS) develops a knowledge-first

dispositionalism about what she calls ‘reasonable’ belief.25

I will mainly focus here on Kelp andMirrachi’s views, which are the first and

most paradigmatic of this way of thinking about justification.

On Kelp’s view, successful belief is knowledge and justified belief is compe-

tent belief. In turn, a belief that p is competent insofar as it is formed via the

exercise an ability to know propositions in a particular range R and relative to

conditions C such that p 2 R.

25 Paul Silva (2017) proposes a view that, depending on how it gets spelled out, could also qualify
as a virtue epistemology. On this view, S has a justified belief iff S’s belief is produced by an
exercise of S’s knowledge of how to gain propositional knowledge, and (ii) S is not justified in
thinking she is not in a position to acquire propositional knowledge in her current circumstances.
If one unpacks knowledge how along anti-intellectualist lines (e.g. Carter & Pritchard 2008), the
view is a skill-based view, and thereby a virtue epistemology. If one prefers intellectualism, the
account becomes implausibly overly intellectualized: justified believers require a bunch of
propositional knowledge about ways of gaining propositional knowledge.
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According to Miracchi, knowledge itself is an exercise of a competence to

know, as is mere justification. The important difference is that, while knowledge

manifests the relevant competence, mere justification is a degenerate exercise of

a competence to know; some of the manifestation conditions – that is, whatever

operations of subpersonal cognitive mechanisms and external conditions

together constitute a particular case of knowing that p in the way characteristic

of the competence – are absent.

These views too are normatively pluralist views in that they take the goal and

norm of belief to come apart. In this, they allow for justified false belief, and

justification in Gettier cases. Furthermore, in virtue of the richness of perform-

ance normativity, these views have the resources to offer an independent

motivation for an externalist dimension to justification, which differentiates it

from mere blamelessness.

On Kelp’s account, for instance, while successful belief is knowledgeable

belief, justified false believers, deceived victims, and Gettiered agents are

justified in their beliefs because they are formed via the relevant competences.

Finally, benighted cognizers are merely blameless cognizers. Miracchi’s

account (Forthcoming) goes one step further, proposing more normative dimen-

sions: according to her, first, there is epistemic justification – an exercise of

a competence to know (present e.g. in Gettier cases); second, there is the

internalist counterpart of justification, epistemic rationality – consisting in

properly valuing knowledge as the aim of one’s belief (displayed by deceived

victims) – and third, there is blameless belief.

The worry that arises for both Kelp and Miracchi is that the views threaten to

be too agent-centric to account for cases of justification-affecting update failure.

Here is why: on virtue theories, agential abilities (or capacities, or competen-

cies) take explanatory priority and ground the epistemic normativity of belief.

Traditionally, thus, virtue epistemologies unpack propositional justification in

terms of doxastic justification (Turri 2010). However, a view like this will

struggle to explain what goes wrong in cases of evidence resistance (Simion

2024c,d), that is, cases in which intuitively propositional justification is present

and the agent does not form form/update accordingly due to lack of virtue/

ability/competence. For instance, since sexists, racists, and wishful thinkers are,

by definition, people who lack the dispositions to form true or knowledgeable

beliefs on the relevant issues, we get the counterintuitive result that these

subjects lack any propositional justification and thus are not doing anything

wrong, epistemically, in not forming the corresponding beliefs.

Here is one move available to the virtue theorist: dispositions can fail to

manifest themselves when ‘masked’. When in a room filled with pillows, a vase

is still fragile, although its disposition to break cannot manifest itself. Similarly,
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virtue theorists could argue, biased cognizers have the relevant epistemic

abilities, but they are ‘masked’ by the presence of bias, wishful thinking, and

so on.

The problem with this reply, however, is that factors that ‘mask’ dispositions

are commonly believed to be environmental factors (Choi & Fara 2018) – for

example, the room full of pillows – rather than factors somehow ‘internal’ to the

item in question, such as biases and motivated reasonings; indeed, when the

problem lies within the object itself – say that we inject all the pores of the vase

with glue, for instance – the more plausible diagnosis is loss of disposition – no

fragility – rather than masked disposition.

Why not hold that in some cases dispositions can be masked by internal

factors, even though they are typically masked by environmental factors? The

worry for this reply is one of ad hoc-ness: sometimes, dispositions are masked.

Some other times, they are lost. We need a principled distinction between the

former and the latter. The orthodox way to get at this distinction is to point out

that masks safeguard against the manifestation of a disposition without threat-

ening the disposition itself: for example, intuitively, the pillows don’t remove

the fragility of the vase, they merely prevent it from manifesting. However,

there is no sense in which, for example, sexist cognizers are intuitively disposed

to believe women.26

2.4 Knowledge-First Functionalism

In previous work (Simion 2019, 2024d), I have defended a knowledge-first

account of justification which I have dubbed Knowledge-First Functionalism.

Here is the view:

Knowledge-First Functionalism (KFF): A belief is prima facie justified if and

only if it is generated by a properly functioning cognitive capacity that has the

epistemic etiological function of generating knowledge.

It is easy to see that KFF follows straightforwardly from the etiological func-

tionalist picture defended earlier, together with the claims that generating

knowledge is the epistemic function of inquiry, and that, in virtue of being

a move in inquiry, belief formation aims at knowledge.

That being said, in what follows, I will also venture to offer an argument for

KFF on mere a priori grounds. I will argue that generating knowledge is the

26 See Kelp (2023) for an account of cases of knowledge resistance in terms of epistemic
proficiencies and Miracchi (2019) for an account of permissible suspension that predicts that
these are cases where respect for knowledge is not manifested.
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function of our belief formation systems, and that, in virtue of this knowledge

function, justification turns on knowledge.

Here is the argument, in brief: Our belief formation systems are representa-

tional systems. Since to generate non-knowledgeable beliefs is to fail to suc-

cessfully represent, the function of our belief formation systems is generating

knowledge. Functions generate functional norms: functional items ought to

work in ways that are, in normal conditions, conducive to function fulfilment.

Since knowledge generating is the main representational function of our belief

formation systems, my belief formation systems (representationally) ought to

work in a manner that is, in normal conditions, conducive to generating know-

ledge. Belief formation systems that fail to do so are malfunctioning. The next

step is to recall that justification turns on norm fulfilment: for all phi and norms

of a particular type T, phi is T-justified if and only if phi is T-permissible. If so,

one’s belief that p is epistemically justified if and only if it is epistemically

permissibly formed. Finally, note that, very plausibly, representational norms

are epistemic norms. If all this is so – that is, if representational norms govern-

ing our belief formation turn on knowledge, and epistemic justification turns on

representational norm fulfilment – it follows that epistemic justification turns on

knowledge: beliefs are epistemically justified iff formed in a manner that is, in

normal conditions, conducive to generating knowledge.

Here is the argument unpacked:27

(1) Representational systems have representational main functions.

(2) The representational function of a system is to successfully represent.

(3) If a subject S has a belief formation system, then it is a representational

system.

(4) If S has a belief formation system, then its representational main function

is to successfully represent (from 1 to 3).

(5) Belief formation systems successfully represent if and only if they gener-

ate knowledge.

(6) If S has a belief formation system, its representational main function is to

generate knowledge (from 4 and 5).

(7) If x’s function of type T is to phi, then x (T)-should work in a way that is

conducive to phi-ing in normal conditions.

(8) If S has a belief formation system, then it (representationally) should work

in a way that is conducive to generating knowledge in normal conditions.

(from 6 and 7)

(9) Representational norms governing belief formation are epistemic norms.

27 An early version of this argument can be found in my exchange with Aidan McGlynn for the
Contemporary Debates in Epistemology, 3rd Edition (Simion 2024a,b).
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(10) One’s belief that p is epistemically justified iff it is epistemically permis-

sibly formed.

(11) One’s belief is epistemically justified iff it is formed in a way that is

conducive to generating knowledge in normal conditions (from 8, 9, and

10).

I take (1) and (2) to not be in need of a lot of defence: some systems wear their

main functions up their sleeves, in that their dubbing is function-driven.

Plausibly, toasters have toasting main functions. Also plausibly, the toasting

function of any system is to toast successfully. Washing machines have washing

main functions, and the washing function of any system is to wash successfully.

Representational systems have representational main functions, and their rep-

resentational function is to successfully represent.

(3) assumes a view on the nature of our belief formation systems whereby

their being representational systems is an essential feature of belief formation

systems qua belief formation systems. I take this not to be in need of much

defence either: after all, beliefs are representational devices, with mind to world

direction of fit. That is not to say, of course, that one can know on a priori

grounds that my eyes, for example, generate representations: surely, there could

be a world populated by creatures that have the exact same mechanisms that we

use for representing, only they use them, say, for digesting. It is an empirical

question whether some given system is a belief formation system (Burge 2013).

But if a psychological system is a belief formation system, its main function is to

form representational devices (i.e. beliefs), hence to represent.

(4) follows from 1, 2, and 3.

(5) will likely be the source of much disagreement: representation, some will

think, seems to be about truth, not knowledge. After all, what would be lost if we

replaced ‘successful representation’ throughout in the argument with ‘correct

representation’? And if nothing would be lost, wouldn’t a premise (5) thus

reformulated be obviously false? Doesn’t a representational system correctly

represent something (e.g. the distance between two places) iff it is accurate?

Two things in response: (1) first, one should worry about the claim that accuracy

is enough for correct representation, since it does not suffice for representation

simpliciter: Just because my three-year-old, while scribbling, happens to end up

with something that is identical to the London Tube map, it doesn’t follow that

the drawing represents the London Tube. Representation is a relational property,

accuracy is not. As such, the argument would go through even with ‘represent’

simpliciter. (2) For people who don’t like the thought that representation is

relational: literature has already pointed out that ‘correct’ is ambiguous between

accurate and norm compliant (Schnurr 2017). The revamped argument earlier
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rides on this ambiguity: phi-ing accurately is phi-ing correctly in one sense, but

not the other.

Here are more reasons in support of (5). First, note that a belief that is not

knowledgeable (false, or true by luck, or based on a hunch, or Gettierized) is

intuitively defective qua belief. To see this, note that beliefs that fall short of

knowledge in the various ways described earlier are intuitively criticizable

(which, importantly, is not to say that the believers in question are: to the

contrary, very plausibly, blamelessly non-knowledgeable believers are not

criticizable). In turn, ceteris absentibus (i.e. unless there are other reasons for

criticism present, that do not pertain to Xs goodness qua X), criticizability

indicates lack of attributive goodness: ceteris absentibus, it cannot be that

something X is criticizable although there is nothing attributively defective

with X – that is, although X is good qua X.

As Williamson puts it, mere belief is botched knowledge (2000). Crucially,

note also that knowledge is enough for non-defective belief: ceteris absentibus

(e.g. in the absence of high practical stakes, or moral considerations against),

there’s nothing wrong – qua belief –with a knowledgeable belief that falls short

of certainty, for instance. If all this is so, however, (5) follows: since it is

plausible that a belief formation system is only successful if it generates

attributively good beliefs – beliefs that are good qua beliefs – and since good

beliefs are knowledgeable beliefs, it will follow that our belief formation

systems are only successful if they generate knowledge.

To see the plausibility of (5) further, recall Putnam’s famous ant case:

THE ANT: An ant is crawling on a patch of sand. As it crawls, it traces a line
in the sand. By pure chance the line that it traces curves and recrosses itself in
such a way that it ends up looking like a recognizable caricature of Winston
Churchill. Has the ant traced a picture of Winston Churchill, a picture that
depicts Churchill? Most people would say, on a little reflection, that it has not.
The ant, after all, has never seen Churchill, or even a picture of Churchill, and
it had no intention of depicting Churchill. It simply traced a line [. . .] (Putnam
1982)

This case lends support to content externalism: the ant does not have the concept

of Churchill, since she’s never seen or heard of Churchill, and, as a result, the

line it draws in the sand does not stand in the right relation to Churchill to count

as representing Churchill.

Now, consider the following variation on this case:

THE DANCER: Mary has been introduced to Winston Churchill and knows
him well. Now, Mary is dancing salsa at a beach party and, unbeknownst to
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her, by pure chance, as she dances, she traces a line in the sand that ends up
looking like a recognizable caricature of Winston Churchill.

HasMary drawn a picture that successfully representsWinston Churchill? No:

the line in the sand does not stand in the right relation to Churchill to count as

representing Churchill. There is no difference between the ant’s line in the

sand and Mary’s: Mary has the concept of Churchill, but the right relation for

representation to be instantiated still fails to obtain: the causal chain, as it

were, is interrupted on the segment from Mary’s concept to the line in the

sand: what explains the correlation is intervening luck (Pritchard 2005): luck

that intervenes between Mary’s concept of Churchill and the line she draws in

the sand.28 What this suggests is that representation, just like knowledge, is

incompatible, in an important sense, with intervening luck. This, in turn, lends

support to (5) earlier: systems generating luckily true beliefs are not success-

ful representational systems, in virtue of not putting us in cognitive contact

properwith the world. Forming lucky true beliefs does not amount to representing

the world, just like Mary’s dancing does not count as a representational

process, no matter how many times she luckily ends up drawing Churchill-

looking lines in the sand. What safeguards against intervening luck is know-

ledge: Representational belief formation systems are knowledgeable belief

formation systems: they are systems that are only successful when they

generate knowledge.

At this stage one might think something is still missing from the analogy:

knowledge, one might think, but not proper representation, is also incompatible

with environmental luck – the kind of luck present in Fake Barn-type cases.29 In

what follows, I will argue that considerations pertaining to the incompatibility

of knowledge with epistemic risk give us strong reason to resist this push-back:

I argue that knowledge is the norm of belief in virtue of the fact that justified true

belief that falls short of knowledge is too risky to be a good token of its type.

There are three ways for some x to be too y. First, it can be that x is too y for

a particular purpose present at a particular context. Second, when several

purposes are salient at the context, something x can be too y all-present-

purposes-considered, while, at the same time, not too y for some of them. Last

28 Would intervening luck still be a problem if we retold the story such that Mary intends to draw
Churchill? I think it would. Consider the following variation of the case: say that Mary intends to
draw Churchill in the sand as she dances, but, having had too many cocktails, her dance moves
track a perfect portrait of Theresa May. However, luckily for her, her dance partner, who has
never even heard of Churchill, is also intoxicated, with the result that they both end up stumbling
in funny ways – and, as a result, drawing a picture that looks exactly like Churchill in the sand.
The intuition, I submit, doesn’t change in this version of the case.

29 Many thanks to Aidan McGlynn (in 2024a, 2024b, and conversation) for pressing me on this.
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but not least, some x can be too y simpliciter, that is, too y to be a token of its type

(as in Geach 1956)).

With this in mind, consider:

Fake Barns (adapted from Goldman 1976). Henry is driving in the countryside,

looking at objects in fields. He sees what looks exactly like a barn. Accordingly,

he believes that there is a barn in front of him. Now, that is indeed the case. But

what he does not realize is that this county is populated with many fake barns –

mere barn facades that look exactly like real barns when viewed from the road.

First, I submit that there is a strong intuition that Henry’s belief is too risky.

To see this, note that, if we were to find out that Henry, unbeknownst to him, is

visiting Fake Barn County, we would be inclined to warn him: ‘If you see

something that looks like a barn, don’t believe it, it’s likely just a façade!’Given

the description of the case, plausibly, the intuitive appropriateness of this

instance of warning is sourced in the belief at issue being too risky. Note,

also, that an even more explicit warning along the lines of ‘Don’t trust you’re

seeing barns, you run a high risk of being wrong!’ also seems perfectly

appropriate.

Second, the intuition that Henry’s belief is too risky is vindicated by the main

accounts of risk in the literature: on a probabilistic view (Boholm et al. 2016),

because the probability of getting it wrong is very high; on a modal view

(Pritchard 2014), because the world at which Henry gets things wrong is too

close.

Third, note that the ‘too risky’ at stake in Fake Barns is of the third variety

identified earlier: too risky simpliciter. After all, no particular purpose is present

at the context; the case is not one where Henry is about to employ his belief that

there is a barn in front of him for some aim or another, act on the relevant belief,

base his decisions on it, tell anybody about this, and so on.

If that is the case, though, that is, if what is at stake is too risky simpliciter,

then, it will regard attributive goodness; Henry’s belief will be too risky to be

a good token of its type, that is, too risky to be a good belief.

Note also that, were Henry to know that there is a barn in front of him – that is,

were he not to be in Fake Barns County – his belief would not be too risky to be

a good token of its type anymore.

If that is the case, on given that belief complies with the (evaluative) norm of

belief only if it is a good belief, it follows that one’s belief complies with the

norm of belief only if knowledgeable. Also, we have one more argument that

successful representation is incompatible with environmental luck: since suc-

cessful representation implies attributively good belief, and belief in Fake Barn

cases is too risky to be attributively good, it follows that Fake Barns cases are
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not cases of successful representation. Successful representation, then, just like

knowledge, is strongly incompatible with both intervening and environmental

luck.

I have argued that generating knowledge is the function of our belief forma-

tion systems (6). Further, I take (7) to be in no need of defence; functions are

widely taken to generate corresponding norms.

(8) follows from (6) and (7), and (9) is eminently plausible. (10) is the

incarnation for epistemic normativity of belief of the widely accepted deontic

thesis for justification: justified phi-ing is permissible phi-ing. Finally, (11)

follows from (8), (9), and (10): since belief’s representational norms turn on

knowledge, and since belief’s epistemic justification turns on representational

norms, the epistemic justification of belief turns on knowledge.

The previous argument vindicates KFF on a priori grounds. The etiological

functionalist picture delivers it on plausible empirical grounds, having to do

with the evolutionary success of our cognitive traits. In this, KFF scores

exceptionally well on prior plausibility.

KFF also does well on extensional adequacy. On KFF, epistemic justification

supervenes on the proper performance of cognitive capacities that have gener-

ating knowledge as their epistemic function. But proper functioning need not

imply function fulfilment; our cognitive processes can function properly, but

still fail to produce knowledgeable beliefs, due to unfriendly environmental

conditions. In virtue of its normative richness, KFF can accommodate the

intuition of justification for Gettierized, deceived victims, and conscientious

false believers; these folks employ properly functioning cognitive processes

that have the function of generating knowledge. In contrast, mere blameless

believers employing dubious methods of belief formation – albeit, through no

fault of their own – are not justified believers.

Second, consider Norman the Clairvoyant (Bonjour 1980): whenever the

President is in New York, Norman forms a true belief that the President is in

NewYork via his (unbeknownst to him) reliable clairvoyant capacities. Norman

is a notable problem for reliabilism’s sufficiency claim, since intuitively he is

not justified to believe that the President is in New York. His belief also comes

out as unjustified on KFF, in virtue of Norman not employing a process with the

function of generating knowledge: clairvoyance does not have the relevant

function, since it does not have a knowledge-generating history, and thus does

not meet E-Function. At the same time, since KFF is based on a short-history

etiological functionalist framework, it nicely delivers on the intuition that

Swampman (Sosa 1993) can have justified beliefs as soon as he acquires the

relevant concepts.
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Last but not least: KFF fits snugly with recent work suggesting that cannot we

justifiably (Kelp 2017) or rationally (Douven 2006, 2009) believe lottery

propositions. KFF predicts as much: beliefs based on mere statistical data are

not generated via knowledge-producing processes, since they cannot be

knowledgeable.

Conclusion

Generating knowledge is the function of our belief forming cognitive capacities.

In turn, justified belief turns on their proper functioning. This explains why

justification turns on knowledge. This also helps explain why there can be

justified false beliefs and Gettierized beliefs: justification maps on to the proper

functioning of our knowledge-generating cognitive capacities, and proper func-

tion survives unfriendly environmental conditions.

3 Reasons, Evidence, and Defeat

Introduction

This section integrates the knowledge-first functionalist picture of justified

belief with a unified account of reasons, evidence, and defeat. On this view,

reasons are norm compliance indicators. In turn, pieces of evidence and defeat

are epistemic reasons for and against believing. Since good belief – belief that

complies with the evaluative norm for belief – is knowledgeable belief, evi-

dence and defeat consist of knowledge and, respectively, ignorance indicators:

facts that one is in a position to know and that, in normal conditions, either

increase or decrease one’s distance to knowledge.

3.1 Reasons For and Against

Normative reasons – be they for belief or action – explain why you ought to/are

permitted to phi (believe, act, etc.). Motivating reasons explain why you phi in

a normatively loaded way: in phi-ing, you treat them as normative, which is

why you phi. They are putative normative reasons: In the good case, they

actually are normative. In the bad case, they are not.30

Reasons are facts. They can, however, be facts about the world around us, or

mere facts about a subject’s psychology. My having a perception as of a table in

front of me is a psychological fact; it (pro tanto, prima facie) supports the belief

that there is a table in front of me. So does the fact that there is a table in plain

view in front of me. My hearing you say that the Arctic Monkeys are playing

30 Importantly, ‘treating’ is not a cognitively sophisticated affair: I can treat my cat as a friend
without being aware that I do.
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supports my going to the concert. So does the fact that the Arctic Monkeys are

playing.

According to the view I prefer, normative reasons for are indicators of norm

compliance. Here is the view:

Reasons For as Indicators of Norm Compliance: A fact F is a (pro tanto,

prima facie31) reason of type T to phi iff it (pro tanto, prima facie) indicates that

phi-ing conforms to the T-evaluative norm for phi-ing.

Conversely, normative reasons against are indicators of norm violation:

Reasons Against as Indicators of Norm Violation: A fact F is a (pro tanto,

prima facie) reason of type T against phi-ing iff it (pro tanto, prima facie)

indicates that phi-ing is in breach of the T-evaluative norm for phi-ing.

My hearing you say that the Arctic Monkeys are playing is a prudential reason

for me to go to the concert. It is a (pro tanto, prima facie) indicator that my going

to the concert is a prudentially good thing to do. Similarly, my having

a perception as of a table in front of me is an epistemic reason for me to believe

that there is a table in front of me. It is a (pro tanto, prima facie) indicator that

my corresponding belief that there is a table in front of me is a good belief.

In order to get a more substantive account of a particular type (e.g.

moral, prudential, epistemic) of reasons to phi (e.g. act, believe), we will

need to take a stance on two things: what good phi-ing is, and how to

unpack the relevant indicator relation. This Element’s ambition is restricted

to offering a substantive account of epistemic reasons for and against

believing – that is, evidence and defeat. I have argued in the previous

section that good belief is knowledgeable belief. What remains to be done,

in order to understand reasons for and against believing, is to unpack the

relevant indicator relation.32

31 The account requires pro tanto, prima facie restrictions: that I have made a promise to a friend
that requires me to go left is a (pro tanto, prima facie) reason to go left even when there is an
emergency that requires me to go right because it pro tanto prima facie indicates that going left is
morally good.

32 Importantly, nothing that I will say about evidence and defeat (i.e. epistemic reasons to
believe/ against believing) commits me to any particular way to unpack either reasons in
general, or e.g. prudential/moral reasons for action: on my view, reasons are indicators of
norm compliance, and evidence and defeat, in virtue of being a species of reasons (i.e.
epistemic reasons), are indicators of epistemic norm compliance. In turn, these are
unpacked probabilistically – but it need not follow that all reasons afford probabilistic
unpacking (since species can have properties that the type does not have, and a particular
species of a type T can have properties another species of T does not have: waltzing is
a species of dancing; compatibly, it is governed by constitutive norms that do not govern
mere dancing, nor tango dancing).
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3.2 The Epistemic Support Relation

Evidence and defeat are reasons for and against believing, so they consist of

facts.What kind of facts? In order to qualify as a subject S’s evidence for p, facts

need to describe a particular epistemic relation with regard to p, and a particular

having relation with regard to S. What do these relations map on to?

Concerning the epistemic support relation: recall that I said that I take

evidence and defeat to be epistemic reasons for/against believing, and that

reasons are indicators of norm compliance/violation. I also said that, in order

to put more flesh on the bones on the nature particular types of reasons, we need

to unpack the indicator relation for that particular type of reasons.

Here is one straightforward way to do it (henceforth, ‘the straightforward

view’): we could think of the indicator relation as having to do with increasing

probability. In turn, since good belief is knowledgeable belief, and since reasons

for believing are indicators of evaluative norm compliance for belief – that is,

knowledge indicators – we get a view whereby reasons for belief (or evidence)

have to do increasing knowledge probability and reasons against belief (or

defeaters) have to do with decreasing knowledge probability. (Gibbons 2013),

(Dutant and Littlejohn 2021), and (Kelp 2023) propose a view that goes in this

direction for defeat. On their account, broadly speaking, defeaters consist in

evidence that one is not in a position to know. There are two main problems for

accounts like these, however. The first is structural: these accounts are

epistemically second order, in that defeaters are evidence that some epistemic

status is missing. But for an agent to have this evidence, they need to be able to

process the relevant content; many agents that can undergo defeat are not

sophisticated enough to have the relevant contents, however.

The second problem parallels a wrong-kind-of-reasons problem: matters that

are intuitively irrelevant to justification and defeat can be evidence for or against

one being in a position to know. Here is a case adapted from Jonathan Jenkins-

Ichikawa (from personal conversation): Say that your grandfather is not feeling

well and you’re searching for the thermometer to check whether he has a fever.

Now, finding the thermometer is evidence (and a probability increaser) that you

are in a position to know that your grandfather has a fever, and, indeed, evidence

that you will come to know that he does. However, clearly, it does not affect

the justification of your belief that he has a fever. Conversely, not finding

the thermometer is evidence that you’re not in a position to know that he does

(and a knowledge probability decreaser), but it surely does not defeat whatever

justification you might have had to believe that he does have a fever. Note,

also, that this is a case of evidential irrelevance, not one of epistemic overdeter-

mination (i.e. not one where I have redundant evidence). Epistemic
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overdetermination presupposes evidential relevance. But here, evidential rele-

vance is absent.

The straightforward view doesn’t work. Importantly, though, we don’t need

to go for the straightforward view when it comes to unpacking the indicator

relation. Indicators of knowledge need not be knowledge probability increasers

or decreasers.

When it comes to epistemic reasons for and against believing, my preferred

way to unpack the indicator relation has to do with indicating an increase or

decrease in distance to knowledge in normal conditions, via an increase or

decrease in evidential probability. Here it goes:

In my view, evidence for p consists of facts that increase one’s eviden-

tial probability that p is the case. The fact that I have a perception as

though there is a table right in front of me is evidence for me that there is

a table in front of me. It is a fact that increases the probability on my

evidence that there is a table in front of me. Not just any psychological

facts, then, will be evidence that there is a table in front of me: my having

a perception as of a table will fit the bill in virtue of having the relevant

indicator property. Perceptions are knowledge indicators; when I have

a perception as of a table, my evidential probability of there being there’s

a table goes up. The fact that I wish that there was a table in front of me

will not fit the bill, even if, unbeknownst to me, my table wishes are

strongly correlated with the presence of tables: wishes are not knowledge

indicators – they don’t increase the probability on my evidence that there

is a table in front of me. For the same reason, mere beliefs, as opposed to

justified and knowledgeable beliefs, will not be evidence material; they

lack the relevant indicator property.

Here is the view:

The Epistemic Support Relation: A fact (pro tanto, prima facie) epistemically

supports p for S if and only if it increases the S’s evidential probability that

p (Simion 2023, 2024c,d, Williamson 2000).

Conversely on this account, defeaters will be ignorance indicators: they will be

facts that lower S’s evidential probability that p is the case.33 Defeaters increase

distance to knowledge in normal conditions: they decrease one’s evidential

probability – that is, the probability on one’s total body of evidence – of

p being the case.

33 I have developed, defended, and presented my account of epistemic reasons, evidence, and
defeat as knowledge/ignorance indicators starting back in 2018. Dutant and Littlejohn (2021)
also call defeaters ‘ignorance indicators’, but, as we’ve already seen, their account is spelled out
in very different terms, so any affinity is merely terminological.
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Crucially, in my view, rebutting and undercutting defeaters share one and the

same central epistemic normative property: they are evidential probability

decreasers. What differs is the mechanism by which they achieve this effect:

rebutters lower one’s evidential probability for p by raising one’s evidential

probability for not-p. In contrast, undercutters reduce the degree of confirmation

(Kotzen 2019) that a particular piece of evidence e confers on p – that is, the

degree to which e probabilifies p on my evidence.

This unified treatment comes in contrast to literature that gives different

treatment to first- and higher-order evidence, or rebutting and undercutting

defeat. Most centrally for my purposes here, my unified account opposes

a variety of scepticism about higher-order defeat for knowledge that has been

introduced and made popular in knowledge-first epistemology by Maria

Lasonen-Aarnio’s work on the topic (e.g. 2014) and endorsed by Tim

Williamson (Forthcoming).

I think mine is the right result: undercutters and rebutters afford a unified

treatment, and we should, all else equal, prefer this unified treatment on grounds

having to do with theoretical adequacy. Here are some further reasons to prefer

my account: one’s confidence in p should match the degree of confirmation that

one’s evidence offers to p – the degree to which one’s evidence probabilifies

p. Now, here is a case of higher-order evidence that increases the degree of

confirmation of the first-order evidence: I believe p based on my neighbour’s

George’s testimony. Mary tells me that George is the top expert in the world on

the matter. Her testimony is evidence that q: ‘George’s testimony gives very

high support to p’. If George’s original testimony probabilifies p to x, Mary’s

testimony translates roughly as ’George’s testimony probabilifies p to y & y>x

(how high y is will depend on Mary’s epistemic credentials). So now that Mary

has spoken, I am in a position to know that, for example, r: I have a .8 credence

that p based on George’s testimony and the probability that p conditional on

George’s testimony is .9. Intuitively: I should revise to .9. Now consider an

analogous case of undercutting defeat: I believe p (indeed, I know p) based on

my neighbour’s George’s testimony. Mary tells me that George is a well-known

liar on p-issues. Her testimony is evidence that q: ‘George’s testimony gives

lower support to p’. George’s original testimony probabilifies p to x; Mary’s

testimony, just like before, amounts to: ’George’s testimony probabilifies p to

y & y<x (it will depend on Mary’s epistemic credentials how low y is). Just like

before, I am in a position to know that r: I have a .8 credence that p based on

George’s testimony and the probability that p conditional on George’s testi-

mony is .4. Intuitively, I should revise to .4.

Similarly, say that my impeccably executed mathematical proof supports p,

but, at the same time, I have evidence that my mathematical capacities may be
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diminished due to a drug I took. Initially, the proof evidentially probabilifies p to

1 for me. The evidence about the drug amounts to: ‘The proof probabilifies p to

y & y<x (it will depend on the strength of my evidence about the drug how low

y is, let’s say .5). I am now in a position to know that r: I have credence 1 that

p based on the proof and the probability that p conditional on the proof is .5.

Intuitively, I should revise to .5.

Defeat affords a unified treatment, and one should not be sceptical about

knowledge defeat.

3.3 The Having Relation

In the previous section, I said that, in order to qualify as a subject S’s evidence/

defeaters for p, facts need to describe a particular epistemic relation with regard

to p, and a particular having relation with regard to S. In line with Williamson

2000, I have defended a probabilistic account of the epistemic relation. The

question that remains to be answered is the question of the nature of the having

relation. When is a piece of evidence properly describable as had by a subject?

Famously, Tim Williamson thinks that one’s evidence is one’s knowledge

(E=K). It is here where we part ways.

To see why, I would like to start by noting that the ways in which we think of

evidence outside of and within philosophy come apart: in philosophy we

disagree a lot about the nature of evidence, but one thing the vast majority of

theorists have always assumed is that the having relation is somehow related to

the limits of one’s skull: one has evidence, on this received view, when one

uptakes it ‘in one’s head’ – be it via seemings, beliefs, knowings,34 and so on. In

contrast, outside of philosophy, the having relation has never been about the

skull: just try to tell a judge that you had no evidence that the butler did it, even

though he did it right in front of you, because you couldn’t believe your eyes;

see how that goes down.

I think the folk account is the correct one: the philosophical conception of the

having relation – as having to do with some instantiation within the limits of

one’s skull – fails on both extensional grounds and prior plausibility (Simion

2023, 2024c,d). It will be instructive for our purposes here to see how this

affects E=K.

Consider the following case:

Friendly Detective: Detective Dave is investigating a crime scene. Dave is

extremely thorough, but, at the same time, a close friend of the butler. Dave

finds conclusive evidence that the butler did it – the butler’s gloves covered in

34 Of course, knowledge is not limited to one’s skull – but a knowledge view of evidence requires
belief, so in this sense it requires evidence to be inside one’s skull.
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blood, his fingerprints on the murder weapon, a letter written by the butler

confessing to the crime – but fails to form the corresponding beliefs: Dave just

can’t get himself to believe that his friend would do such a thing, so he fails to

form the beliefs that the butler’s gloves are covered in blood, his fingerprints on

the murder weapon, and so on.

According to E=K, Dave’s evidence is Dave’s knowledge. However, Dave does

not believe, and therefore does not know that the butler did it, nor that the

butler’s gloves are covered in blood, his fingerprints on the murder weapon, and

so on, and thus, on this view, has no evidence that the butler did it. But if that’s

the case, it is mysterious why we should think there is anything epistemically

criticizable about Dave’s doxastic attitudes in this case.

One alternative way to account for what is going on in this case is to say that

the Detective, although he doesn’t have evidence of the butler’s guilt, is blame-

worthy for not having it –which explains our intuition of impermissibility.35 Had

Dave not had bad epistemic dispositions, he would have had this evidence. One

important problem with this move, however, is that it is both too weak and too

strong. To see why it is too weak, consider the case of two detectives, Dave1 and

Dave2, investigating a crime scene with the aim of determining whether the

butler did it. Dave1 is just like our original Friendly Detective. In contrast, Dave2

is rather lazy and distracted: he shallowly looks around the crime scene a couple

of times, fails to notice anything of importance, and concludes that there’s no

evidence to suggest that the butler did it. As a result, he suspends judgment.

I submit that both Dave1 and Dave2 are rather rubbish detectives, and have bad

epistemic dispositions. Compatibly, I submit, there is an important intuitive

epistemic difference between Dave1 and Dave2: Dave, but not Dave2 has

evidence in support of the hypothesis that the butler did it, and fails to form the

relevant belief nevertheless.

What is needed is a principled way to identify the epistemic dispositions that

matter. Note that Williamson’s own dispositional account of blameworthiness

(Forthcoming) will not do the trick: both detectives violate both the secondary

norm of belief (because they do not have a disposition to believe knowledgeably)

and the tertiary norm of belief (because they do not do what a knowledgeable

believer would do).

To see why the view is also too strong, note that one need not have bad

epistemic dispositions in order to fail, epistemically, in the way in which Dave

does: it can be a one-off affair. Maybe Dave is an excellent epistemic agent in all

other walks of life: it’s only on this particular topic that he refuses to form a

belief against all facts speaking in favour of it.

35 In conversation, Tim Williamson expressed a preference for this option.
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Can we do better? I think we can. Here is my preferred view (2023, 2024):

The Having Relation: S has a piece of evidence e/a defeater d if and only if S is

in a position to know that e/d (Simion 2023, 2024c,d).

What is it for me to be in a position to know a fact?36 Plausibly, a certain

availability relation needs to be instantiated. On my view, availability has little

to do with the limits of my skull. Evidence may consist of facts ‘in the head’ or

facts in the world. Some facts – whether they are in the head or in the world, it

does not matter – are available to me, they are, as it were, ‘at hand’ in my

(internal or external) epistemic environment. Some –whether in the head (think

of justified implicit beliefs, for instance) or in the world, it does not matter – are

not thus available to me.

Here are, for starters, some paradigmatic cases that illustrate what I’m talking

about: If there is a table right in front of me, but I’m not forming the corres-

ponding belief, I have evidence that there is a table in front of me. If, unbe-

knownst to me, you put a new table in the other room, the fact that you put it is

there is not available to me: it is not evidence that I have. Similarly, if I have

some mental state that is so deeply buried in my psychology that I can’t access

it, it is not evidence that I have.

My notion of availability will track a ‘can’ for an average cognizer of the sort

exemplified. Here is some theory about this: first, there are qualitative limita-

tions on availability: we are cognitively limited creatures. There are of types

information that we just cannot access, or process: the fact that there is a table in

front of me is something that I can easily enough access. Your secret decision to

put the table in the other room is not something I can easily access. There are

also types of support relations that we cannot process: The fact that your car is in

the driveway is evidence for me that you are home. But it’s not evidence for my

three-year-old son Max to believe that you are home. Max belongs to a variety

of epistemic agents that are not sophisticated enough to process37 the support

36 Errol Lord spells out the having relation for reasons in terms of being in a position to know: on
Lord’s view, A fact is a reason r you possess to ϕ iff you are in a position to (i) know that r, and (ii)
manifest knowledge about how to use r as a reason to ϕ, where to be in a position to manifest
knowledge about how to use r as a reason to ϕ is to be disposed to ϕ whenever r is a reason to ϕ
and you are in a position to know that r (2018, 121). It is this latter condition that worries me: to
see why, think again about sexist cognizers: since sexism is a cognitive vice – that is,
a disposition to disbelieve what women say – sexist cognizers will fail Lord’s condition (ii):
they will not be in a position to manifest knowledge about how to use the fact that a woman said
that p as a reason to believe that p. Nevertheless, we don’t want our view to predict that sexists
don’t have reasons to believe what women say.

37 What is the relation between processing the support relation and knowledge indicators as
probability enhancers? Is one supposed to be able to form probability beliefs in order to count
as being able to process the support relation? The answer is ‘no:’merely treating an indicator as
such is enough; awareness of its being one is not needed, neither is awareness of what makes
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relation into a belief that you are home. Evidence is not available to you if the

kind of epistemic agent that you are cannot access or process the particular

variety thereof at stake (henceforth also Qualitative Availability).

In this, crucially, the having relation and the epistemic support relation are

not independent from each other: in order to have a piece of evidence, being

attuned to the support relation is necessary: if, unbeknownst to me, whenever

you wear a red dress there is rain in Spain, it does not follow that I have evidence

that it is raining in Spain upon noticing that you are wearing a red dress.

There are also quantitative limitations on my information accessing and

processing: the fact that there is a table somewhere towards the periphery of

my visual field – in contrast with it being right in front of me, in plain view – is

not something I can easily process: I lack the power to process everything in my

visual field, it’s just too much information (henceforth also Quantitative

Availability).

The ‘can’ at stake here will be further restricted by features of the social and

physical environment: we are supposed to read the newspaper on the table in

front of us, but not the letter under the doormat. That’s because we can’t read

everything, and our social environment and social roles are thus normatively

constituted. I am supposed to look for the crocodiles in the lake but not in the

fridge. That’s because I can’t look everywhere, and the laws of nature make it

such that they’re more likely to be in the lake (henceforth also Environmental

Availability).

In sum: for a fact to be such that I am in a position to know it, it needs to be at

hand for me in my epistemic environment: at hand qualitatively (it needs to be

the type of thing a creature like me can access and process), quantitatively (it

needs to remain within the set of facts a creature like me can access and process

at one particular time), and environmentally (it needs to be easily available in

my – internal or external – epistemic environment, that is, in my mind, or in my

physical surroundings, or the kind of thing that my social situation makes

normatively available).38

I take this availability relation to have to do with a fact being within the easy

reach of my knowledge generating cognitive processes. A fact F being such that

I am in a position to know it has to do with the capacity of my properly

functioning knowledge generating processes to take up F:

Being in a Position to Know (BPK): S is in a position to know a fact F if S has

a cognitive capacity with the function of generating knowledge that can

a fact into an indicator. ‘Treating’ is a lowbrow affair: I can treat my cat as a friend without
believing that she is.

38 See also Goldberg (2016, 2018).
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(qualitatively, quantitatively, and environmentally) easily uptake F in cognizers

of S’s type.

A couple of things about this account: First, note that BPK is a sufficiency

claim: it is not necessary that F is available to me in order for me to be

in a position to know F: I can also come to know F via taking up other evidence

for F.

Second, it is important to distinguish between being in a position to know and

being in a position to come to know:39 I am in a position to know that there is

a computer in front of me; I am not in a position to know what is happening in

the other room. I am, however, in a position to come to know it. Roughly, then,

the distinction will, once more, have to do with epistemic availability: if all that

needs to happen for me to come to know F is that my relevant cognitive

processes take up F and process it accordingly, then I am in a position to

know F. If more needs to be the case – I need to open my eyes, or turn around,

or go to the other room, or give you a call – I am in a position to come to know F,

but not in a position to know it.

Third, note that BPK is a restricted ought-implies-can: agent obligations

imply capacities in the type of cognizer that she is. In turn, ‘S’s type’ will be

individuated by things like cognitive architecture, and physical and social

normative situatedness. In this, the account will predict biased cognizers are

in breach of their epistemic obligations: they may be unable to, for example,

believe women because of bias, but cognizers with their cognitive capacities can

form beliefs based on women’s testimony, therefore they should. In virtue of

building social situatedness into the type of cognizer at stake, the account will

also predict that cases of breach of obligations to inquire – in which S’s social

role makes it such that S should have known that p is the case (e.g. Goldberg

2018) – are cases in which justification is defeated. To be sure, the view will be

somewhat affected by a generality problem when it comes to individuating the

type of cognizer at stake for the normative evaluation: that being said, I am not

worried much about this: first, because most externalisms follow suit in this

regard. Second, because I think we have a good intuitive grasp on this.

3.4 Justification, Evidence, and Defeat

With both the epistemic relation and the having relation at hand, we have full

accounts of evidence and defeat:

39 See Kearl and Willard-Kyle Forthcoming for critical discussion. Many thanks to Ernie Sosa and
Matt McGrath for pressing me on this.
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Evidence as Knowledge Indicators: a fact e is evidence for one for a proposition

p just in case one is in a position to know e, and one’s evidential probability that

p is the case conditional on e is higher than one’s unconditional evidential

probability that p is the case.

Conversely, defeaters are indicators of ignorance: they are facts that one is in

a position to know, and that lower one’s evidential probability that p is the case:

Defeaters as Ignorance Indicators: a fact d is a defeater for S’s evidence e for

p iff S is in a position to know d and S’s evidential probability that p conditional

on e&d is lower than S’s evidential probability that p conditional on e.

A few clarifications about how things hang together so far: First, what is the

relation between reasons in general, and evidence and defeat? On my view,

reasons are indicators of norm compliance, and evidence and defeat, in virtue of

being a species of reasons (to wit, a species of epistemic reasons, that is,

epistemic reasons for and against believing), are indicators of epistemic norm

compliance – that is, knowledge indicators. In turn, these are unpacked prob-

abilistically. Compatibly, it need not follow that all reasons (nor all epistemic

reasons) afford probabilistic unpacking (since species can have properties that

the type does not have, and that other species do not have: waltzing is a species

of dancing, but is constituted by very many norms that do not govern dancing in

general, not tango dancing). I am thus not defending a probabilistic view of

reasons in general, nor of epistemic reasons in general, but rather only

a probabilistic view of epistemic reasons for/against believing – that is, evi-

dence and defeat. The latter does not commit me to the former: it is compatible

with my view that, for example, prudential reasons for action will indicate norm

compliance via different mechanisms (depending on how the indicator relation

is spelled out).

Second, what is the relation between justified belief, evidence, and defeat?

Some evidence and defeaters I take up with my belief formation machinery,

while some I fail to take up, although I should. What grounds this ‘should’, in

my view, is proper epistemic functioning.40 Because they are knowledge indi-

cators, pieces of evidence are justification makers: they are the proper inputs to

our processes of belief formation, and when we have enough thereof, and the

processes in question are properly functioning in all other ways, the resulting

belief is epistemically justified. In turn, when our belief formation processes

either fail to take up knowledge/ignorance indicators that they could have easily

taken up, or they take them up but fail to update accordingly, they are malfunc-

tioning. A subject S’s belief formation capacity C will be malfunctioning

40 See e.g. Burge (2003, 2020), Graham (2012), Millikan (1984), Simion (2021).

38 Epistemology

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009454964
Downloaded from https://www.cambridge.org/core. IP address: 13.201.136.108, on 26 Jul 2025 at 06:27:04, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009454964
https://www.cambridge.org/core


epistemically, for instance, if S has sufficient evidence supporting p that is

available to be taken up via C and C fails to output a belief that p.

Note, however, that, since I can only take up a limited number of facts with

my knowledge-generating processes, I will most often be in a situation where

I can only take up a subset of the facts lying in plain view. The question that

arises is: which is the subset that takes normative primacy, and thereby

delivers my body of evidence/defeat, and affects the justification of my

beliefs? Availability rankings will deliver the relevant set, on my view: the

most easily available subset of facts that I can take up delivers the set of

evidence I have: in the case of visual perception, for instance, facts located

right in front of me, in the centre of my visual field, which are the brightest, and

clearest, and so on – in general facts that are most easily available to the

cognitive processes of a creature like me.41

Here are a few theoretical virtues of this account; first, it is naturalistically

friendly, in that it situates the epistemic normativity of evidence and defeat

within an etiological functionalist picture of normativity: epistemic oughts to

update based on evidence and defeat have to do with the proper function of our

cognitive processes, just like biological oughts to take up oxygen have to do

with the proper function of our respiratory systems.

Second, in line with intuition, it predicts that there is evidence for the

Gettierized victim that there is a sheep in the field: the fact that they have

a perception as of a sheep is a fact that they are in a position to know and that

raises their evidential probability that there is a sheep in the field. Also, there is

evidence for the (recently envatted) Brain in the Vat for p: ‘There is a tree in

front of me’when she has a perceptual experience as of a tree, since that is a fact

that she is in a position to know and that raises their evidential probability that

there is a tree in front of her.

There is no evidence for Norman the clairvoyant that the President is in

New York: clairvoyant experiences are non-evidential probability raisers when

one is ignorant of the reliability of clairvoyance.

The account deals exceptionally well with cases of evidence and defeat

resistance (Simion 2023, 2024c,d). It will be useful to compare my account to

E = K once more on this front. In Knowledge and Its Limits, Williamson

41 Tim Williamson (p.c.) worries that there will be cases where too many facts (too many for my
quantitative limitations) will have the same availability ranking. I suspect the worry can mostly
be alleviated by our relation to space, time, complexity, brightness, and so on. Maybe the easiest
case to imagine along these lines is the case of very simple arithmetical truths. However, these
are cases pertaining to the normativity of attention and inquiry: which of the equally accessible
such truths should I focus on? Plausibly, other normative constraints will have to decide the
issue. After we have the answer to this question, the most easily available set will constitute my
evidence. Thanks also to Matt McGrath for many discussions on this topic.
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considers an account of evidence in terms of being in a position to know, and he

dismisses it based on the following rationale:

[. . .] suppose that I am in a position to know any one of the
propositions p1, . . ., pn without being in a position to know all of them;
there is a limit to howmany things I can attend to at once. Suppose that in fact
I know p1 and do not know p2, . . ., pn. According to E = K, my evidence
includes only p1; according to the critic, it includes p1, . . ., pn. Let q be
a proposition which is highly probable given p 1, . . ., pn together, but highly
improbable given any proper subset of them; the rest of my evidence is
irrelevant to q. According to E = K, q is highly improbable on my evidence.
According to the critic, q is highly probable on my evidence. E = K gives the
more plausible verdict, because the high probability of q depends on an
evidence set to which as a whole I have no access. (Williamson 2000, 189)

Two things about this: first, note that, in virtue of the quantitative limitations

that my account imposes on being in a position to know, the view does not suffer

from the problemWilliamson points to here. Indeed, given that there is a limit to

how many things I can attend to at once, it is only the most available subset that

I can attend to that is part of my body of evidence. Thus, on my view, if a fact is

not part of the set of facts that I can uptake, given my limitations, then that fact is

not one that I am in a position to know.

Even more importantly, I submit that once we put flesh on the bones of

Williamson’s case, my view, and not E = K, gives the intuitively right predic-

tion. Here it goes:

FRIENDLY DETECTIVE 2: It’s highly probable that John killed the victim
given that (p1) John is a butler, (p2) John is a very nice guywith an impeccable
record, and (p3) the only butler who’s a very nice guy with an impeccable
record was seen stabbing the victim. Friendly Detective is told p1, p2, and p3
but can’t get himself to believe p3 because of wishful thinking, and he
believes John didn’t do it based on p1 and p2.

FRIENDLY DETECTIVE 2 is an instance of Williamson’s case. However, it is

E=K that delivers the counterintuitive result here: according to E = K, the

detective is justified to believe John didn’t do it. My view disagrees, and it

scores on extensional adequacy.

Conclusion

I have defended a view on which normative reasons for are indicators of norm

compliance, and normative reasons against are indicators of norm violation.

Correspondingly, I have argued, epistemic reasons for and against believing –

that is, evidence and defeaters – are indicators of knowledge, respectively
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ignorance: they affect my distance to knowledge in normal conditions, by

increasing or decreasing my evidential probability that p is the case.

4 Action and Assertion

Introduction

Several philosophers defend a knowledge norm for action: one’s action is

permissible, the thought goes, if and only if it is based on knowledge. Many

also find it plausible that assertion, in virtue of being a species of action, is

governed by a knowledge norm. This section breaks ranks with this commona-

lity claim: while assertion is epistemically permissible just in case it is know-

ledgeable, there is no epistemic norm for action; or so I argue.

4.1 The Normativity of Action

One central debate in recent literature on epistemic normativity concerns the

epistemic norm for action. Several people endorse a knowledge norm: they

think that one’s action is permissible just in case it is based on knowledge (e.g.

Hawthorne and Stanley (2008)). The most notable competing account claims

that the epistemic support required for acting on p varies with context (e.g.

Brown 2008). One such view comes from the Bayesian camp: on this view,

one’s action is permissible insofar as it maximizes expected utility (e.g. Douven

(2008)).42 Knowledge that p is not necessary for permissible action based on p:

a (rational) credence that p will do the work just fine (in combination with the

respective utilities). Furthermore, there will be cases in which knowledge that

p will also not be sufficient for acting on p: more epistemic support may be

needed (given the utilities involved).

The knowledge norm is thought to be strongly supported by the intuitive

impermissibility of throwing out one’s lottery ticket on mere probabilistic

grounds (for the necessity direction), and the intuitive criticizability of cases

of inaction in the presence of knowledge: ‘You knew he was skipping school,

you should have done something about it!’ (for sufficiency).

The main problem for the necessity direction of the knowledge norm comes

from cases like the following: say that you don’t know that it will rain today, nor

that it is likely to rain (nor do you have any other relevant piece of knowledge,

for example, that you don’t know whether it will rain or not). Indeed, you have

no idea what the chances of rain might be. Nevertheless, it seems permissible to

take your umbrella: after all, the costs involved in carrying it around are

42 For an overview of the debate, see Benton (2014).
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minimal, and the disutility involved in getting wet is high. Bayesian norms have

an easy time accommodating this intuition; the knowledge norm struggles.

The main problem for the sufficiency direction of the knowledge norm comes

from high-stakes cases (Brown 2018): a surgeon might know that it is the left

kidney that needs to be removed (from testimony, examining the patient, test

results, etc.), but it seems perfectly rational (and indeed, it is professionally

required) for them to check again before cutting into the patient.

This section argues that the debate is afflicted by a category mistake: strictly

speaking, there is no such thing as an epistemic norm for action.

Let us, on a first approximation, formulate the norm we are talking about as

follows:

The X Norm For Action (XNA): One is in a good enough epistemic position to

act on p only if p has X.

Now, as we have seen, there is no consensus in the literature as to what

property X is supposed to stand for (whether it is knowledge, the required

rational credence given the utilities, etc.). Many people, though, take it that

XNA is a distinctively epistemic norm; according to Matt Benton, for instance,

‘[. . .] when one faces a decision over whether to act that depends on the truth of

some proposition, then acting without knowing that proposition can seem

epistemically suspect and deserving of criticism’ (Benton 2014). Similarly,

Martin Montminy argues that ‘[i]t is epistemically appropriate to act on the

belief that p if and only if that belief counts as knowledge’ (2012, p. 63). Also in

support of a knowledge norm for action, John Hawthorne wonders whether

winners of a bet with extremely good odds are ‘epistemically laudable for taking

the bet’ (John Hawthorne 2004, p. 175).

Foes of the knowledge norm also agree about the genuine epistemic nature of

the requirement on action at stake. According to Mikkel Gerken, for instance,

‘[. . .] if the profiles of epistemic assessment for action and assertion are

relevantly similar, it is prima facie evidence for the assumption that the relevant

epistemic norms are also relevantly similar’ (Gerken 2014, 726).

Furthermore, people involved in the debate take XNA to be an epistemic

norm in virtue of the fact that it concerns how good one’s epistemic position

needs to be vis-à-vis p in order to make acting on p permissible. Thus, both sides

of the debate seem to stand behind a principle I call Content Individuation:

Content Individuation (CI). A norm, N, is a distinctively epistemic norm if and

only if it regulates the epistemic properties required for proper phi-ing.

I have argued extensively that CI is false in previous work (e.g. Simion 2018c,

2021). In a nutshell, the problem with CI is that it’s not a proper way to

42 Epistemology

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009454964
Downloaded from https://www.cambridge.org/core. IP address: 13.201.136.108, on 26 Jul 2025 at 06:27:04, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009454964
https://www.cambridge.org/core


individuate norms of any type. When permissible action requires more or less of

a gradable property G, all norms N regulating that particular type of action can

fix the threshold for N-proper performance lower or higher on the G spectrum: it

can be prudentially or morally appropriate to drive faster or slower, to have

a better or a worse grade average, to speak louder or more quietly, and so on.

Just because a norm is regulating the appropriate speed, it need not follow that it

is a traffic norm; just because a norm regulates the appropriate tone of one’s

voice, it need not follow it is a norm of etiquette.

Now, action is certainly governed by many norms – prudential and moral

norms are the most obvious candidates – and justification is a gradable property.

Therefore, unless we are given reasons to believe epistemic normativity is

somehow special in this respect, we should expect norms regulating the degree

of epistemic justification required for proper action to make no exception; we

should expect that just because a norm N affects the amount of justification

needed for proper action, it need not follow that N is an epistemic norm. Just

because a norm regulates the amount of epistemic support needed for proper

action, it need not follow that it regulates the amount of epistemic support

needed for epistemically proper action.

Given that CI is false, however, there is no reason to think that XNA is

an epistemic norm for action: good enough epistemic position need not

mean epistemically good enough, that is, it need not mean good enough by

the epistemic norm. One can be in a prudentially good enough epistemic

position (i.e. have enough epistemic support for prudentially good action)),

a morally good enough epistemic position (e.g. have enough epistemic

support for morally good action), and so on.

Note, also, that it is plausible that non-philosophers and philosophers alike will

have a hard time distinguishing between different intuitions of propriety – which

makes relying on ‘natural’ dialogues about how much epistemic support is

needed for proper action hard: what we can ascertain via this methodology is

an intuition of all-things-considered propriety/impropriety. It is a further and

technical question what type propriety is overriding at the context.

Section 1 identified a straightforward way to go about distinguishing epi-

stemic norms proper from mere norms with epistemic content, via the functions

served. As such, on this account, XNA is going to express a genuinely epistemic

norm just in case the relevant action promotes some epistemic function. In turn,

prudential norms will be borne out by prudential functions, while epistemic

norms will be concerned with reliably fulfilling epistemic functions in normal

conditions.

Notice that most actions do not serve epistemic functions; my eating break-

fast, running in the park, brushing my teeth, buying chocolate, helping my old
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neighbour cross the street are cases in point. Most of them have prudential

functions, some of them have moral functions, maybe a few have aesthetic

functions. In the absence of any characteristic epistemic function, though, there

is little reason to think that these actions will be governed by an epistemic norm.

Consider, in contrast, asserting, perceiving, reporting, judging, learning,

reading, and so on. These actions all have epistemic functions: generating

knowledge, acquiring it, sharing it, and so on. As such, it makes sense for

them to be governed by epistemic norms.

The general type ‘action’ does not serve an epistemic function and is thereby

not governed by an epistemic norm. Note, however, that nothing I have said so

far concerns the epistemic norm for practical reasoning; that is because, while

action doesn’t serve any epistemic function, it may still be that practical

reasoning does. Indeed, the next section will argue that practical reasoning

has the epistemic function of generating knowledge of what one ought to do.

One question that arises at this stage is: couldn’t defenders of one account or

another of the epistemic norm for action merely retreat in a discussion about

practical reasoning? Furthermore, wasn’t talk of ‘the epistemic norm for action’

mere loose talk to begin with – in that, what the debate has always really been

about is the epistemic norm for practical reasoning?

Three things about this; first, we have seen already that several participants in

the debate are very explicit that what they are talking about is action. Second,

I would see a retreat to discussing practical reasoning but not action as a great

success of my work. Third, and most importantly, though, the retreat would not

be a ‘mere retreat’ at all, but it would rather require a fairly substantial revision

of methodology. Here is why: most cases put forth in defence or one account or

another of the epistemic norm for action appeal to intuitions about propriety of

acting in a particular situation. If this section is right, however, the intuitive

propriety of a particular action says little about the epistemic propriety of

practical reasoning: the prudential propriety of an instance of practical reason-

ing may bear some relation the prudential propriety of the generated piece of

action; importantly, though, epistemic propriety will not. Indeed, for instance, if

my account is correct, the central cases that Bayesians and knowledge norm

champions have pressed against each other in this literature are dialectically

impotent: we can have Bayesianism for the prudential propriety of action, and

a knowledge norm for practical reasoning. On a picture like this, it is (pruden-

tially) permissible to take the umbrella even though you don’t know it’s going to

rain, nor do you know that it’s likely to rain (because, say, you only have a .6

credence that it’s likely to rain, rather than a full belief). After all, it’s not very

costly to take the umbrella, and the disutility involved in being soaking wet is

high. It may well be that it is also prudentially permissible to reason from ‘It’s
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likely going to rain’ to the conclusion that you should take the umbrella, even

though you don’t know that it’s likely going to rain. It’s a prudentially useful

inference to go through, since it’s likely to generate the corresponding action. At

the same time, it will be epistemically impermissible to reason from ‘It’s going

to rain’ to the conclusion that you should take the umbrella, given that you don’t

know that it’s going to rain.

Action in general is not governed by an epistemic norm. One interesting by-

product of this result concerns the assertion-action commonality assumption:43

the previous results undermine commonality, together with the motivation

behind it. Assertion is not governed by an epistemic norm in virtue of its

being a species of action, but due to its characteristic epistemic function. The

next sections develop this idea further.

4.2 Assertion Functionalism

One (epistemically) may: assert p if and only if one knows that p. This very

popular view has become known in the literature as the Knowledge Norm of

Assertion (KNA). The locus classicus for the defence of KNA is (Williamson

2000). The view has quite a lot going for it in terms of extensional adequacy:

linguistic data concerning the paradoxical nature of assertions of the form ‘p but

I don’t know that p’, the fact that assertions can be challenged by the question,

‘How do you know that p?’, and the intuitive impropriety of asserting lottery

propositions suggest that knowledge is necessary for epistemically permissible

assertion; criticisms of the form ‘You should have said something, you knew

that p!’ suggest that knowledge is also (epistemically) enough (Simion 2016).

Compatibly, however, an extensionally adequate view is not yet an explanator-

ily adequate view, nor yet a view that enjoys prior plausibility. More work is

needed.

Williamson (2000) thinks the knowledge norm is constitutive of assertion in

the same way as rules of games and languages are constitutive. I have argued

against this model in previous work (e.g. Kelp & Simion 2021). For our

purposes here too, this model will not give us much in the way of explanatory

richness: after all, constitutive norms of games and languages come about rather

randomly. If we are to take the analogy seriously, then, wemay conclude that the

norm of assertion just happens to be knowledge and could have easily been

something else. I find this unsatisfactory. Again, more work is needed to

motivate a knowledge norm and explain the source of its normative strength.

Now, recall that the functionalist picture constitutes itself in a straightforward

norm-identification machinery; first, we identify the function served by the trait/

43 See Brown (2012) for discussion.
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artefact/action in question. Once the function is identified, the question we need

to ask ourselves is: how does the trait/artefact/action fulfil its function in normal

conditions? This will give us proper functioning. As such, the answer to the

function question delivers the content of the norm we are after, together with an

explanation of why the norm is in force (because it delivers function fulfilment

in normal conditions). Furthermore, on this picture, we also get an easy way to

identify the type of norm at stake: norms will be typed by the corresponding

functions, which, in turn, are typed by the produced benefit.

What is assertion’s epistemic function? Although not essentially – I can make

assertions in a diary, which are usually not intended to affect any audience in

any way, and I can make assertions about the weather just for social bonding

purposes –, characteristically, assertions will aim at generating testimonial

knowledge in the audience. Plausibly, this is the main epistemic function of

assertion (see, e.g., Kelp (2018), Kelp & Simion (2021), Simion (2021),

Reynolds (2002)). Due to our physical and cognitive limitations, a lot of the

knowledge we have is testimonial; assertion is one of our main epistemic

vehicles towards success in inquiry.

Just like hearts were selected for their reliability in generating biological

benefit, I submit, the speech act of assertion has been selected for its reliability

in generating epistemic benefit, that is, testimonial knowledge.44 In turn,

because it generated testimonial knowledge in our ancestors, assertion enabled

them to survive – find out about the whereabouts of dangerous predators, find

food and so on – and reproduce, thereby replicating the same practice with the

same function in their descendants. The fact that assertion generates testimonial

knowledge in hearers explains the continuous existence of the practice. Just like

your heart’s pumping blood keeps you alive which, in turn, contributes to the

explanation of the continuous existence of the heart, the function of assertion is

a stabilizing one, for it ‘encourages speakers to keep using the device and

hearers to keep responding to it with the same (with a stable) response’

(Millikan 2005, 94).

Of course, the epistemic function of assertion – that of generating know-

ledge – need not be, and plausibly is not, the only function of assertion.

Assertion, like all actions, also serves prudential functions – plausibly, helping

us coordinate with each other – social functions – enabling social bonding, and

so on. In turn, the requirements generated by these functions can and often will

outweigh the requirements of the epistemic function at particular contexts.

44 For hearer-oriented functionalist accounts of assertion, see Garcia-Carpintero (2004) and Kelp
(2018). For an anti-reductionist view of testimonial entitlement replying on a functionalist
knowledge account of assertion, see Simion (2021).
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Now, recall that functions of a particular type come with associated norms of

the corresponding type. When functioning properly, the speech act of assertion

will fulfil the epistemic norm constitutively associated with its epistemic

e-function of reliably generating testimonial knowledge; it will work the way

it is supposed to work, where the right way of working is partly constituted by

reliably delivering the epistemic goods in normal conditions.

The question to ask, then, if we want to know the content of the epistemic

norm we are after is: how does assertion fulfil its function of generating

knowledge in hearers in normal conditions? I submit that the overwhelmingly

plausible answer is: by being knowledgeable. First, on most if not all accounts

of testimony in the literature,45 in the vast majority of cases, the speaker needs to

know in order to be able to generate knowledge in the hearer. Furthermore,

knowledge is all the speaker needs to this effect when it comes to her epistemic

standing vis-à-vis p.46 Also, exceptions to this rule describe extremely unusual

scenarios,47 which renders them highly unlikely to affect the functionalist

derivation. To see this, consider driving: norms regulating speed limit within

city bounds are presumably there to make it so that we arrive safely at our

destination. However, driving 30 mph within city bounds is not always the

ideal speed; there are instances when, for instance, overtaking at 50 mph will

avoid a major accident. Nevertheless, the reason why the norm says, ‘Drive at

most 30 mph within city bounds!’ is because, most of the time, that is the ideal

speed for safety purposes. Similarly, since in the vast majority of cases,

knowledge on the speaker side is both needed and enough to generate know-

ledge in hearers, KNA is vindicated: an epistemically proper assertion will be

one that, in normal conditions, fulfils its epistemic function of generating

knowledge in hearers by being knowledgeable.

Why not a truth function, coupled with a corresponding truth norm? Ruth

Millikan (1984) and Peter Graham (2010) defend a view along these lines.

I have argued extensively against a truth function in Section 1, I will not

rehearse these arguments here. Furthermore, note that, even assuming a truth

function, what the etiological machinery bears out is a knowledge norm of

45 See Lackey (2008) for a nice overview.
46 Williamson (2000, 256) makes a similar point, although he does not pursue this line any further:

‘Although there are special cases in which someone comes to know p by hearing someone who
does not know p assert p [. . .], the normal procedure by which the hearer comes to know
p requires the speaker to know p too’.

47 Exceptions are few, and they roughly boil down to two types of cases: first, we have ‘selfless
asserters’, asserting on knowledge-level justification without belief (Lackey 2007). These
speakers assert to what is best supported by evidence, although they cannot get themselves to
believe it due to some rationality failures. Secondly, we have ‘Compulsive Liar’ cases (Lackey
2008). Roughly, what happens in these cases is that, although the speaker intends to lie on
a regular basis, some external intervention makes it so that she safely asserts the truth.
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assertion rather than a truth norm. After all, in virtue of the ready availability of

knowledge, plausibly, the way in which assertion fulfils its function of generat-

ing a true belief in its audience in normal conditions is by being knowledgeable.

4.3 Assertion, Knowledge, and Context

Here are two very attractive theses: KNA and Classical Invariantism (CI). The

former is familiar already. The latter states that knowledge and knowledge

attributions are insensitive to practical stakes. Both are borne out by the

normative picture defended here. Alas, for the most part, the epistemological

literature of the last decade takes KNA and CI to be incompatible. The culprit is

the intuitive sensitivity of permissible assertion to practical stakes. Consider the

classic cases from Keith DeRose (2002, henceforth ‘contextualist cases’):

Bank Case A.My wife and I are driving home on a Friday afternoon. We plan to

stop at the bank on the way home to deposit our pay cheques. But as we drive

past the bank, we notice that the lines inside are very long, as they often are on

Friday afternoons. Although we generally like to deposit our pay cheques as

soon as possible, it is not especially important in this case that they be deposited

right away, so I suggest that we drive straight home and deposit our pay cheques

on Saturday morning. My wife says, ‘Maybe the bank won’t be open tomorrow.

Lots of banks are closed on Saturdays.’ I reply, ‘No, I know it’ll be open. I was

just there two weeks ago on Saturday. It’s open until noon.’

Bank Case B. My wife and I drive past the bank on a Friday afternoon, as in

Case A, and notice the long lines. I again suggest that we deposit our pay

cheques on Saturday morning, explaining that I was at the bank on Saturday

morning only two weeks ago and discovered that it was open until noon. But in

this case, we have just written a very large and very important cheque. If our

pay cheques are not deposited into our chequing account before Monday

morning, the important cheque we wrote will bounce, leaving us in a very

bad situation. And, of course, the bank is not open on Sunday. My wife

reminds me of these facts. She then says, ‘Banks do change their hours. Do

you know the bank will be open tomorrow?’ Remaining as confident as I was

before that the bank will be open then, still, I reply, ‘Well, no, I don’t know. I’d

better go in and make sure.’

Now, here is the thought behind the incompatibility claim: it seems permissible

in Bank Case A, but not in Bank Case B, for DeRose to flat out assert that the

bank will be open tomorrow. Thus, permissible assertion seems to require more

warrant in high stakes than in low-stakes scenarios. If this is so, the thought

goes, we are faced with the following dilemma (henceforth also the ‘Shiftiness
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Dilemma’, or SD): either we embrace KNA but are stuck with a view that takes

knowledge/knowledge attribution to be sensitive to practical considerations, or

we hold on to classical invariantism, but then we’ll have to give up KNA.

According to Williamson, SD is a false dilemma: what explains the norma-

tive profile of cases of shiftiness of proper assertability is the fact that the

relevant agents lack higher-order knowledge. The thought, roughly, goes as

follows: in high-stakes contexts, if you act without knowing that you are

meeting the conditions for proper action you’ll be blameworthy. The case of

assertion is an instance of this general principle: since knowledge is the norm

for assertion, what’s expected from speakers in high-stakes scenarios is that

they know that they know before making an assertion. However, according to

Williamson, contextualist cases are borderline cases of knowledge and therefore

exhibit failure of luminosity.

Consider, however, the following pair of cases due to Jessica Brown:

Lo: [S]uppose that Lo truly believes that the seaweed in front of her is correctly

classified as of type F, on the basis of the testimony of an accompanying expert.

She has no reason to doubt the expert’s competence and the expert is in fact

reliable (Brown 2005, 323).

Hi: Hi is in the same epistemic position as Lo; she truly believes that the

seaweed in front of her is correctly classified as of type F on the basis of the

testimony of an accompanying [reliable] expert [. . .]. However, [in her context],

[. . .] seaweed F could rapidly come to dominate the local seaweed population,

leading to loss of the marine diversity for which the area is internationally

renowned. The only way to prevent this loss would be a hugely expensive clean-

up programme which would require closure of nearby tourist resorts. Further, in

Hi’s context, various error possibilities have been raised, such as the possibility

that the expert is mistaken (‘Experts do sometimes make mistakes’) (Brown

2005, 323).

It looks as though in Hi, but not in Lo, it is inappropriate to assert ‘The seaweed

is of type F’ or to rely on the proposition that the seaweed is of type F in, say,

deciding whether to close the local resort. Furthermore, it looks as though Hi

should make further checks by asking one or more other experts for their

opinion.

Note, though, that Lo’s warrant is well above the ordinary standards for

knowledge, and, as such, not a borderline case exhibiting failure of luminosity.

As a result, the unassertability in high-stakes cases cannot be explained in terms

of the absence of second-order knowledge in virtue of failure of luminosity.
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In response, Williamson ventures to handle such cases by employing con-

textual variability when it comes to the needed number of iterations of know-

ledge: the higher the stakes, the higher the order of knowledge required for

permissible action. Accordingly, in Brown’s cases, in spite of being in a fairly

strong epistemic situation, Hi still misses the contextually appropriate number

of iterations of knowledge.

There is an important worry for this line of response, however. Recall that the

main advantage of Williamson’s account is that it is but a special case of a more

general phenomenon: again, the idea is that, in general, we tend to harshly judge

people who, when a lot is at stake, act without knowing that they meet the

condition for proper action. Consider the following case:

Lock. The company you work for operates a norm that the door be locked after

10pm. Moreover, the last employee is in charge with this. Today you are the last

employee and you know this. You also know that it’s of special importance

today that the door is locked as your company just received some valuable

goods.

In this case, it’s plausible that Williamson is right in that you’ll be subject to

blame if it turns out that you didn’t know that the door was locked after 10pm,

even if, as a matter of fact, it was. What is less plausible, however, is that, as the

stakes go up, you need further iterations of knowledge. Consider:

Lock*. The company you work for operates a norm that the door be locked after

10pm. Moreover, the last employee is in charge with this. Today you are the last

employee and you know this. You also know that it’s of vital importance today

that the door is locked. Your company invested all its capital in certain goods

that just arrived and are nearly certain to be stolen and result in the company’s

bankruptcy unless the door is locked.

Here too, it’s plausible that you’ll be subject to blame if it turns out that you

didn’t know that the door was locked, even if, as a matter of fact, it was locked.

What’s less plausible is that you’ll be subject to blame if the door is locked and

you knew that it is locked, but you didn’t know that you knew that the door is

locked.

What comes to light, then, is that while in general we legitimately blame

those who don’t know that they comply with a certain norm, we can’t legitim-

ately blame them in cases in which they comply with the norm and know that

they do, but don’t attain some higher number of iterations for knowledge. But

given that the case of assertion was meant to be a special case of the general

phenomenon, we’d expect assertion to behave in this way also. By the same
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token, we have reason to think that the Williamsonian explanation of context-

ualist cases remains unsuccessful.

Can the functionalist picture do better? I think it can (Simion 2021). Recall

that a given trait/artefact/act can have several functions simultaneously, even

several functions of different types. Furthermore, there can be situations where

the two functions come in conflict, at which point the more stringent require-

ment will take precedence. In other words, when there is a conflict between the

normative requirements associated with two functions, one requirement may

override the other and dictate what’s the all-things-considered good to observe.

We can now take this idea and put it to use for our epistemological purposes. It is

highly plausible that the epistemic function is merely one of the many functions

served by assertion. One other very important function of assertion, as with

action in general, will be a prudential one, serving our practical ends. The

epistemic function will, in most cases, complement this prudential function:

generating testimonial knowledge in one’s hearer with regard to an imminent

threat, or about the whereabouts of resources are paradigm cases. However, the

two functions can also come into conflict. For instance, even if one knows that

one’s boss is bald, it may not be polite, prudent, or relevant to point this out to

him (Brown 2010, 550): surely, here, the prudential function comes in conflict

with the epistemic one. What’s more, it is also plausible that the prudential

function overrides the epistemic. The result is that although it is epistemically

permissible to assert that one’s boss is bald to him, it is not all things considered

permissible for one to do so.

Finally, the phenomenon of conflict and overriding is precisely what explains

the unassertability intuition in high-stakes scenarios: in Bank Case 2, strictly

epistemically speaking, if DeRose has memorial knowledge that the bank is

open on Saturdays, he is permitted to assert that the bank is open on Saturdays.

However, prudential constraints concerning the bouncing cheque come into

conflict with these epistemic requirements. They override the epistemic con-

straint and drive the degree of epistemic support required for all-things-

considered permissible assertion up to a point DeRose does not reach. As

a result, it will be all-things-considered impermissible for DeRose to assert in

this case.48 Compatibly, knowledge is enough for meeting the epistemic norm of

assertion, and remains a (prima facie) epistemic reason to assert, even in cases

in which overriding norms step in and forbid asserting.

48 Note, once more, that the fact that the degree of epistemic support required for permissible
assertion is driven up by the high stakes does not imply an epistemic norm is at work: epistemic
norms differ from mere norms with epistemic content – that is, norms affecting the level of
epistemic support required – which may well be prudential, moral, and so on.
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Conclusion

I have argued here that there is no epistemic norm governing action in general,

although most actions will plausibly be governed by several other norms with

epistemic content – like prudential or moral norms. In order for a particular type of

action to be governed by an epistemic norm, it needs be the case that it serves an

epistemic function. Correspondingly, I have defended Assertion Functionalism:

According to this view, knowledge is the norm of assertion in virtue of assertion’s

function of generating knowledge in hearers.

5 Practical and Theoretical Reasoning

Introduction

There is no epistemic norm for action; rather, action is governed by other types

of norms – prudential, moral, and so on norms – with epistemic content, in

virtue of its prudential, moral, and so on functions. What about practical

reasoning? Of course, practical reasoning will also serve a prudential function:

that of leading to prudentially good action. In virtue of the latter, it will also be

governed by prudential norms. Compatibly with this, practical reasoning also

serves an epistemic function: generating knowledge of what one ought to do. If

I am right, practical reasoning will be governed by a corresponding epistemic

norm, borne out by this function.

This picture I favour, if right, sharply separates action and practical reasoning

normatively. At the same time, it provides us with an exciting opportunity to

unify reasoning: practical and theoretical reasoning will turn out to be governed

by the same epistemic norm – knowledge – in virtue of serving the same

epistemic function in inquiry: generating knowledge of the conclusion.

5.1 The Epistemic Function and Epistemic Norm of Reasoning

At this stage, it will not come as a surprise that the view I want to defend when it

comes to the epistemic function of reasoning (theoretical and practical) is that it

amounts to generating knowledge.49 Three reasons in support of this thought:

First, recall that I have argued (Section 1) that the practice of inquiry aims at

generating knowledge: that’s its epistemic function. In turn, I have claimed that

moves in practices aim at fulfilling the aim of the practice. Since I take reason-

ing to be a move in the practice of inquiry, my normative picture straightfor-

wardly delivers a knowledge generating function of reasoning.

Second, recall that Section 2 argued that good belief is knowledgeable belief.

On the assumption that the output of reasoning is a conclusion belief, and since

49 See McHugh and Way (2018) for an account of reasoning as a functional good-making kind.
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beliefs ought to be knowledgeable, it follows that the function of reasoning is to

generate knowledgeable conclusion beliefs.

Third, note that knowledge meets E-Function for reasoning: instances of

reasoning have delivered knowledge in the past (empirically highly plausible),

this benefitted us epistemically (value of knowledge thesis), which contributes

to the explanation of why we keep engaging in reasoning.

If this is right, we can straightforwardly employ our functionalist machinery to

the aim of figuring out what epistemic norm is borne out by this picture. I submit

that the overwhelmingly plausible answer, given the easy availability of know-

ledge, and given that, in the vast majority of instances of reasoning, knowledge of

the premises is necessary for achieving knowledge of the conclusion, is that, in

normal conditions, reasoning generates knowledge of the conclusion from known

premises.50 If this is right, knowledge is the epistemic norm of reasoning:

KNR: Relying on p as a premise in reasoning is epistemically permissible iff one

knows that p.

One important thing to note: when one discusses epistemic norms for reasoning,

there are two things one can be talking about: transition epistemic norms –

governing how I should handle the premises and move from them to the

conclusion – and epistemic norms pertaining to what premises I am allowed

to rely on to begin with. The issue this section is concerned with is the latter:

what properties need a proposition enjoy in order to be epistemically permis-

sibly employed in reasoning?; and the answer I defend is: it needs to be known.

Onequestion that arises at this point concerns the scopeof theknowledge function

and knowledge norm claims: are they restricted to theoretical reasoning, or will they

apply to practical reasoning as well? The next section develops a unified view of the

epistemic function and normativity of practical and theoretical reasoning.

5.2 Practical vs. Theoretical Reasoning

There are notable difficulties in offering a precise recipe for sharply distinguish-

ing practical from theoretical reasoning. One way to go about it is to take

theoretical reasoning to be concerned with answering descriptive questions

(about matters of fact), while practical reasoning aims at answering normative

50 Some will find it counterintuitive that, in cases of false justified belief, practical reasoning
(or assertion, for that matter) is impermissible. Defenders of justification epistemic norms
(e.g. Douven 2008, 2009, Lackey 2007) come to mind. I (and others) have defended
knowledge norms against these objections at length in several places (e.g. Kelp and Simion
2021): justified false belief delivers blameless rather than permissible practical reasoning
(and assertion), on my view.
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questions (about what one ought to do).51 The problemwith this straightforward

recipe is that it is too simple. Here is why: on one hand, there are such things as

normative matters of fact, that is, facts about what one ought to do. Conversely,

conclusions of theoretical reasoning carry normative power too: after all, it

looks as though, very roughly, proper instances of theoretical reasoning make it

permissible to believe their conclusions, while improper instances thereof

deliver impermissible conclusion-beliefs. It is tempting, then, to think that

theoretical reasoning too attempts to answer a normative question: the question

of what one should believe (Moran 2001). Seen in this way, the contrast between

practical and theoretical reasoning becomes essentially a contrast in target of

normativity: practical reasoning is concerned with answering the question

‘what should I do’, while theoretical reasoning is concerned with answering

the question: ‘what should I believe?’52 Let’s call this way to distinguish

practical from theoretical reasoning ‘the Simple View’.

Some philosophers are disenchanted with the Simple View: they think that

there is more to the distinction between practical and theoretical reasoning than

the Simple View suggests. In particular, they think that the two forms of

reasoning differ not only in their target, but, importantly, also in their conse-

quences: theoretical reasoning produces changes in one’s overall set of beliefs,

whereas practical reasoning gives rise to intentional action; it is practical not

only in its subject matter, but also in its output ((Harman 1986), (Bratman

1987), henceforth also the Complex View).

I sympathize with the Simple View. Here is why: as defenders of the Complex

View themselves acknowledge, a better way to describe the consequences of

practical reasoning would be to say that deliberation about action generates

appropriate intentions insofar as an agent is rational (Korsgaard 1996). After all,

many of us display weakness of will. But if that is the case, intention seems to be

a contingent consequence of practical reasoning, premised on the agent’s

rationality. It’s a consequence practical reasoning should have, rather than one

that it essentially has, in virtue of the type of reasoning that it is. After all, we

don’t want to say that, in cases of weakness of will, no practical reasoning was

exercised, in virtue of no intention being generated. To the contrary, what

plausibly goes wrong in cases of weakness of will is precisely that an instance

of practical reasoning is at work, but the agent fails to form the intention

51 See Wallace (2018) for a nice overview.
52 According to Hieronymi 2009, in practical reasoning, we answer questions about whether to do

this or that, not questions whether we should do this or that. Similar things could be said about
belief. I am sceptical about this: it seems that settling the question as to whether to believe, or to
act, will amount to settling the question as to whether one should believe, act, in cases in which
one intends to believe, act, well. In turn, settling the question as to what to do when does not have
any such normative intention does not require practical reasoning at all.
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corresponding to its conclusion. In other words, the agent knows what she

should do but fails to form the intention to do it.

If so, a more plausible picture is the one outlined by the Simple View.

Compatibly, defenders of the Complex View can come back with a weaker

proposal, on which they supplement the Simple View with a normative rather

than a descriptive claim: on a Revised Complex View, an instance of reasoning

will be an instance of practical reasoning just in case its target of application is

action, and it should deliver a change in intention. I’m not particularly con-

vinced by this version of the Revised Complex View either; after all, we can

easily imagine instances of practical reasoning which deliver the result that

some intention that I already had was correct; in this case, no change in intention

should follow. That being said, I don’t need to settle this issue here, more

plausible ways to spell out the Complex View are likely available. The view

I develop next is perfectly compatible with both the Simple and the Complex

View. Indeed, I believe it offers a nice compromise between them.

According to the view I favour, there is no distinction between practical and

theoretical reasoning when it comes to the nature of their conclusion-attitudes

(as per the Simple View):53 in both cases, the conclusion is a belief. In line with

the Complex View, the difference lies with the prudential normative pressure

that the conclusion exerts over one’s intentions and actions: in the case of

practical reason, one’s actions and intentions (prudentially) should align with

the conclusion belief: one (prudentially) should intend to do and do what one

believes one ought to do as a result to one’s good practical reasoning.

On the picture defended here, good belief is knowledgeable belief. As such,

on this picture, in contrast to action, practical reasoning does also serve an

epistemic function, on top of its prudential function: generating a good belief –

that is, knowledge – of what one ought to do. Note, also, that knowledge meets

E-Function: instances of practical reasoning have delivered knowledge of what

one ought to do in the past, this benefitted us, which contributes to the explan-

ation of why we keep engaging in practical reasoning. If that is so, practical

reasoning will, arguably, afford an epistemic norm.

But is this really a function of practical reasoning, one might wonder? Isn’t

the function rather to generate an intention and/or the corresponding action, as

the (Revised) Complex View would have it? And if this is so, will it not be the

53 While I have strong sympathies for the Simple View, my account does not hang on it. If it turns
out that the Revised Complex View is correct, my view will predict that (1) there is no epistemic
norm for practical reasoning, since it doesn’t have any epistemic function, and (2) reasoning
about what one ought to do is an instance of theoretical reasoning, governed by a knowledge
norm.
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case that the arguments presented here against there being an epistemic norm for

action apply, mutatis mutandis, to practical reasoning too?

A few things about this. First, I accept that practical reasoning does have an

important prudential function in generating prudentially proper intentions and

actions. This prudential function will generate a prudential norm for practical

reasoning. It is not my task here to discuss what the prudential norms for action

or practical reasoning might be, I will leave that to practical philosophy to

decide. What I am interested in is whether practical reasoning also has an

epistemic function – and my answer is yes: to produce epistemically good

(knowledgeable) conclusion beliefs. Importantly, the Complex View does not

exclude the possibility of practical reasoning also generating a conclusion-

belief on top of the relevant intention (indeed, the possibility of weakness of

will requires there to be something else that plays the role of the conclusion

of the relevant instance of practical reasoning; belief seems well qualified

to do so).

Second, I worry about a picture on which knowledge of the conclusion has

nothing to do with the propriety (of sorts) of practical reasoning, and the latter is

only to be assessed in terms of the propriety of the resulting intention. To see

why, consider a case in which I reason as follows: ‘It’s raining outside/If it’s

raining, I ought to take an umbrella/Therefore, I ought not take an umbrella.’

This is a bad instance of reasoning. Now, say that, in spite of my conclusion

belief, I go ahead and take the umbrella anyway. A picture on which the

prudential function is the only function of practical reasoning – in virtue of its

only consequence being the corresponding intention – has trouble explaining

what went wrong here. A view like this will have to describe the case earlier as

one where two pieces of reasoning are happening; one theoretical (the one with

the bad conclusion belief) and one practical (the one with the good conclusion-

intention). After all, this view takes the output of the relevant piece of reasoning

to determine the nature thereof – theoretical or practical. So what we have

earlier on this view is a correct instance of practical reasoning (from it’s raining

and if it’s raining, I ought to take the umbrella to actually forming the intention

of taking it and, in fact, taking it) and a bad instance of theoretical reasoning (to

the conclusion belief that I ought not take the umbrella). This picture, however,

fails to explain the following datum: it looks as though, my taking the umbrella

after I reach the (mistaken) conclusion that I ought not do it doesn’t make things

better, reasoning-wise – if anything, it makes things worse: after all, not only am

I a bad reasoner, but my actions and my beliefs also seem to come in conflict

with each other.

But couldn’t the defender of this view also explain away the intuition of

permissibility in this example by appeal to requirements of structural rationality
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without also assuming further epistemic functions for practical reasoning? The

answer, in short, is ‘no’: the problem doesn’t go away if we stipulate that there is

no intention to take the umbrella formed in this case, but rather just the

corresponding action.

Third, even if it is plausible that the prudential function is the main function

of practical reasoning, it is perfectly compatible with practical reasoning having

a prudential function (generating a prudentially good intention/intentional

action) that it also has an epistemic function (generating knowledge of what

one ought to do). Insofar as an epistemic function is present, an epistemic norm

will drop out of it.

If I am right in thinking that theoretical and practical reasoning serve the same

epistemic function – generating knowledge of the conclusion – the argument for

the norm governing reasoning presented in the previous section will work for

practical reasoning as well, mutatis mutandis.What we get, then, is a knowledge

norm for practical reasoning.

5.3 Reasoning and Normative Conflict

In virtue of stipulating that epistemically permissible practical reasoning on one

hand, and prudentially permissible practical reasoning and action on the other,

can come apart, the view allows for normative conflicts at the level of thought,

as well as between thought and action. For the former, consider: on my view, in

Bank Case B, I am epistemically permitted to reason from the bank is open on

Saturday. This will result in my affirming propositions like the best option is to

come back tomorrow and in my making that plan. But prudentially I ought not

reason in this way, because it is too risky: if I do, I may well end up performing

a prudentially impermissible action. So, it looks as if we can have conflicts of

the type: ‘epistemically you ought to reason from p but practically you ought

not’. I want to say that this is exactly right: to see this, note that the case is

similar to other cases of normative conflict in thought. Take, for instance, a case

in which I wishfully think that my friends love me. Prudentially this may well be

permissible, because it makes me feel happy, and it may well also lead to

prudentially permissible action (being nice to my friends). Still, wishful think-

ing remains epistemically problematic. Conversely, believing that I am the

smartest person in the room may well be epistemically permissible (because,

say, known) but prudentially problematic (because it gives rise to a disposition

to treat others with contempt, and suffer the consequences).

In virtue of the distinction between prudential and epistemic propriety, the

view also avoids traditional problems for cognitivist commitments – such as

that intentions involve beliefs, that incoherent intentions imply epistemic
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irrationality, and that epistemic normative requirements explain practical nor-

mative requirements. My account does not commit me to any of these, in virtue

of its normative divorce between the epistemic and the prudential propriety of

practical reason: first, it is perfectly compatible with my view that a prudentially

permissible instance of practical reasoning never delivers a conclusion belief

(just the conclusion intention). Second, since my view only takes intentions to

be subject to prudential rationality, it does not predict epistemic rationality in

cases of incoherent intentions – unless, of course, they are associated with

corresponding incoherent beliefs. Finally, my account divorces epistemic nor-

mative requirements sharply from practical normative requirements, so it need

not commit to any of them explaining the other.

How about knowledge-based criticisms of actions in high-stakes cases

(McGrath 2015, 143–144)? If it’s not epistemic propriety at issue, we would

not expect the criticisms of actions in high-stakes cases to mention knowledge.

They wouldn’t be, ‘but you don’t know that’ or ‘but do you know it?’ And yet

these seem permissible criticisms of actions in high-stakes cases. In particular, if

one was trying to question some other form of propriety for which more than

knowledge is needed, why would one give a knowledge-based challenge?

Knowledge denial data in high stakes have been subject to extensive rebuttals

in experimental philosophy (e.g. Feltz & Zarpentine (2010)). Even philosoph-

ical intuitions are shaky when it comes to whether knowledge denial criticisms

are permissible in high-stakes cases to begin with (Pritchard 2005). Also,

the natural soundingness of the following exchange suggests that my view

gets the right result here, in that the knowledge-based criticism is rejected,

while the certainty-based criticism is accepted: ‘Let’s not stop today to make

the deposit, the bank will be open tomorrow.’ ‘You don’t know that!’ ‘Yes I do,

I’ve been there two weeks ago on a Saturday and it was open.’ ‘Still, you can’t

be sure, banks do change their hours sometimes; let’s just stop today.’

A few last things to note: Importantly, the functionalist claim does not imply

that knowledge of premises is always necessary for knowledge of the conclu-

sion. After all, functionalist norms do not track necessary conditions for func-

tion fulfilment, but merely the most reliable ways to fulfil the corresponding

functions in normal conditions. The claim is that reasoning from premises one

does not know is always impermissible, although it might, on occasion, lead to

function fulfilment.

To see why this an important advantage of the view, consider the following

variation of the umbrella case earlier: The probability of rain is .98/If there is

a .98 probability of rain, I should take an umbrella/Therefore, I should take the

umbrella. Now, say that I’m wrong: the probability of rain is actually .97. Still,

intuitively, I know the conclusion: I should take the umbrella.
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Consider, also, a corresponding case of knowledge form falsehood (Klein

2008) in the case of theoretical reasoning: Counting with some care the number

of people present at my talk, I reason: ‘There are 53 people at my talk; therefore

my 100 hand-out copies are sufficient.’My premise is false. There are 52 people

in attendance – I double counted one person who changed seats during the

count. And yet, intuitively, I know my conclusion.

Cases like these are thought by many54 to be problematic for knowledge

norms of practical and, respectively theoretical reasoning. Crucially, they are

not problematic for the view defended here: just like hearts can pump blood

even when improperly functioning, instances of reasoning can deliver know-

ledge when improper too. This, however, does not falsify the normative claim

that reasoning should always proceed from knowledge.

In further good news, the picture defended here is also compatible with cases

of intuitively permissible action (and intention) from (epistemically) bad rea-

soning.We are fallible creatures:We often rely on heuristics and habits whenwe

act, and, short of disaster, that’s perfectly fine: we have limited computing

capacities. Also, we may often not even consider the option that corresponds

to what we ought to do. We often also get our priorities wrong. We do things in

the wrong order. However, we still get everything done (although perhaps with

more effort) or at least well enough to avoid disabling disaster. On pain of

extreme demandingness, one could argue, knowledge of oughts does not seem

needed for permissible action in all walks of life. Note that my view is perfectly

compatible with the prudential norm governing practical reasoning (and action)

being much weaker than knowledge. All my view requires is that knowledge of

the premises be present for the epistemic norm of practical reasoning to be met,

which, in turn, in normal conditions, will reliably generate epistemic function

fulfilment: knowledge of the conclusion. Compatibly, the epistemic norm may

well be often overridden by prudential considerations, in which case less than

knowledge will be needed for all-things-considered (and prudentially) permis-

sible practical reasoning. That’s fine (all-things-considered).

Here are some more questions for a view like mine: first, what does the

account say about Buridan-type dilemmas? I ought to get a can of soup. Alas,

there are two cans of soup of equal quality in front of me. They are the same

price and they are both the same distance from me. I know that I ought to take

a can, but that only takes me so far. I don’t bring practical reasoning to its

conclusion until I know that I ought to get a particular can, but I know that

there’s no particular can that I ought to take, so I know that I can’t know that

I ought to take this can rather than that one.

54 Weisberg (2013).
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Second, what does the account say about unknowable obligations, and how

they fit with the need for action? I might know that I’ll never know whether

I ought to choose A or ought to choose B, but the need to resolve a practical

question using practical reasoning doesn’t go away in the way that, say, the need

to engage in theoretical reasoning goes away when I know that I can’t know the

answer to some salient question.

Again, my view, in contrast to all other knowledge-based views of the

normativity of practical reasoning, does not have these problems: the view

does predict that no epistemically permissible practical reasoning is available

in these cases. Compatibly, however, one can act prudentially permissibly, since

knowledge is not necessary for prudentially permissible practical reasoning. As

such, whatever the correct way to deal with these cases, prudentially speaking,

turns out to be, my view can accommodate it.

There is one last worry I would like to address: Why should we assume that

practical reasoning also has an epistemic function, in addition to its practical

(/moral, etc.) one to begin with? Can’t we explain everything we need to explain

by assuming that practical reasoning is governed by a prudential knowledge

norm? Couldn’t its prudential function alone explain why one is permitted to

use p as a premise in practical reasoning if and only if one knows p? For

instance, couldn’t it be the case that reasoning and forming intentions only on

the basis of knowledge would guarantee better practical results in the long run

and safer achievements (Fassio 2017)?

Importantly, my view is compatible with a view according to which, for

example, the prudential function of action and practical reasoning also predicts

that knowledge is the prudential norm for action and practical reasoning, sourced

in their prudential function. If this turns out to be the case, on my view, the

epistemic and prudential norm will just happen to have the same content, in virtue

of the same condition being reliably conducive to, for example, both the relevant

prudential goods/function fulfilment and the relevant epistemic goods/function

fulfilment. However, my view also has the flexibility to allow that this is not the

case, and thus to explain, at the same time, cases put forth in the literature in

support of a knowledge norm, as well as cases put forth to show that knowledge

is too strong a norm for some cases (e.g. umbrella cases) and too weak for others

(e.g. high-stakes cases): it can do so by allowing variability in the prudential

norm, while, at the same time, keeping the content of the epistemic norm fixed.

Conclusion

This section proposed a picture on which action and practical reasoning are,

epistemically, normative strangers: they share a prudential function, but not an
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epistemic function; as such, they are both governed by prudential norms, but the

latter, and not the former, is also governed by an epistemic norm in virtue of its

epistemic function of generating knowledge of what one ought to do.

Excitingly, though, this picture unifies the epistemic normativity of reasoning:

practical and theoretical reasoning share epistemic norm in virtue of sharing

epistemic function: generating knowledge of the conclusion.
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