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Abstract
With the increasing demand for smarter antenna design in advanced technology applications,
well-designed antennas have been an important factor in enhancing system performance.
Most traditional antenna design requires multiple iterations and extensive testing to pro-
duce a final product. Machine learning (ML) algorithms have been used as an alternative to
predict the optimal design parameters, but the outcome depends highly on the MLmodel effi-
ciency.With recent development inmachine learning algorithms and the availability of data for
antenna design, we investigated different machine learning algorithms for optimizing the out-
put strength of three basic antennae by analyzing the signal strength of the antenna for various
antenna parameters. Different regression-based ML models were used to learn the behaviors
and efficiency of three different antennas and to predict the output strength (S11) for different
ranges of frequencies.The experiment compared and analyzed theseML regression algorithms
for three different antennas: shot antenna, patch antenna, and bowtie antenna. In addition, the
paper also provides comparison of ensemble ML models for performance analysis using the
best three ML algorithms from the preliminary study. This study optimizes antenna parame-
ters and quicker and smarter antenna design procedure using ML algorithms as compared to
traditional design methods.

Introduction

In this coming era of the Internet of Things and advanced wireless communication, antenna
design has become one of the most important components to achieve the standards defined in
communication and electromagnetic wave propagation. To meet the requirements for modern
applications for multiband operations like 5G/6G [1, 2], the receiving and transmitting effi-
ciency of signals is highly dependent on the antenna configuration.This has increased the need
to optimize the design of these antennae for an efficient communication system and perfor-
mance improvement. In the traditional design process, antenna parameters such as size, shape,
substrate, and materials used for the antenna are tuned, tested, and fabricated based on expe-
rience driven [3], consuming high computational resources and time [4]. Also, with increased
challenges such as enhancing efficiency [5] of radiated power, thermal considerations, increased
bandwidth for higher data transfer speeds, and the demand for application-specific antennas,
the complexity of designing antennas of variable functions and compact sizes has increased.
Electromagnetic simulation has been performed for antenna synthesis and design, which also
requires high-performance requirements [6].

With the use of ML algorithms [7, 8], these computational challenges can be minimized
and in return yield greater optimized results. These statistical learning techniques, along with
numerical optimization methods, known as surrogate-based optimization [9], have proved to
improve antenna synthesis [10]. Various ML algorithms have been used to develop complex
antenna technology with automated and cost-effective design [11, 12]. Application of these ML
algorithms for antenna design has proved more efficient than the traditional process, which
mainly depends on trial-and-error methods and mathematical equations and formulas.

In this paper, we have analyzed different ML algorithms to compute the output strength
for different dimensions of the proposed multiple antennas. The paper also provides a dataset
generated from the simulation for these multiple antennas. The details of the dataset are
provided in the section Methodology. The study provides a comparative analysis of different
ML regression methods to analyze the antenna strength for different data samples of the
antenna. These methods have also been used for different types of antennas.
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Themain contribution of this paper is as follows:

a. We provide a simulated dataset for two different antenna
designs using MATLAB antenna tool. This dataset provides
signal strength for various antenna dimensions as the input
parameters.

b. This paper shows the comparison of the performance of differ-
ent ML algorithms for predicting antenna strength. This base-
line performance shows that the model selection holds great
importance in the prediction performance.

c. We analyze the ensemble methods to enhance the performance
of the model.This shows that different models can be utilized to
increase the model’s performance.

The paper is structured in the following way. The Introduction
provides an introduction of ML application in antenna design.The
Literature review section presents the literature review of machine
learning in antenna design.TheMethodology section provides the
details of the dataset and methodology used in the research pro-
cess, and the Experiments/Results section provides the experimen-
tal results. Finally, the Conclusion section concludes the presented
research.

Literature review

In recent years, machine learning has shown great results in appli-
cations related to antenna design. From multiantenna wireless
technology to a millimeter-wave antenna design, the machine
learning approach has been used for different applications.
Optimizing the results with better performance, minimizing the
errors, better computational efficiency, and time saving with the
reduced number of necessary simulations are some of the advan-
tages of using ML in antenna design [8].

Although simulating themodels for antenna design reduces the
cost of prototyping, it requires a large time-consuming process.
Different data-driven surrogating models [13] and inverse surro-
gate modeling [14] has been proposed for multiple different types
of antenna [15, 16] design to reduce the computational cost and
accelerate the simulation process for optimizing and regularizing
the antenna design process. In [17], the author has proposed a
novel modeling techniques using small training data sets using
surrogate antenna modeling to reduce cost. In [18], data-driven
surrogate models like artificial intelligence algorithms, including
deep learning algorithms, are used to design horn antenna to
achieve a computationally efficient design and reduce the com-
putational cost by more than 80%. The authors have used these
surrogate models to predict the gain of the horn antenna using
geometrical dimensions, frequency, and radiation directions as the
design parameters and compared the computational cost of these
models with the electromagnetic simulation models cost.

For parameter optimization, differentML algorithms have been
usedwhere simulated data are used to train these algorithms.These
trained models were then used to predict the performance of the
antenna for a different design. ML algorithms are also used to ana-
lyze the speed of the computation process with good accuracy,
where different approaches such as support vector machine (SVM)
andMethod ofMoments [19] are compared based on the speed and
accuracy in antenna design [20]. ML algorithms have shown better
results in many antenna design than the theoretical results. In [21],
SVM algorithms are also used to design rectangular microstrip
antennae.The research shows the results from this model and then
compared with the result of the artificial neural network (ANN).
The results show that SVMhas a higher convergence rate and better
computational efficiency than an ANN. Bayesian Regularization

algorithms have been implemented to design a planar inverted
F-antenna where the ML algorithm has been used to minimize the
error and accelerate the cycle time for the new material synthesis
with fewer simulations time [22]. In [23], authors have used lin-
ear regression (LR) methods to evaluate the feasibility of antenna
design, a heuristic algorithm-enhanced ANN tomodel the embed-
ded antenna, and then a multi-fidelity neural network to model
and optimize the antenna design. These surrogate models can
be used and replace EM simulations for optimization, decreasing
the simulation time and with satisfactory accuracy. Authors have
usedKriging algorithms to design high-performance reflect arrays,
reducing computational time. In [24], the authors show the com-
parison of the simulated S11 characteristics and gain of the antenna
obtained using ANNs and antenna fabricated from the SLA 3D
printing techniques, with optimized design parameters obtained
from ML techniques. The results show a good value with slight
errors for the W-Band slotted waveguide antenna array.

Also, in recent years, different optimization approaches have
been analyzed with evolutionary algorithms such as genetic algo-
rithms (GA) [25], swarm intelligence [26], and differential evo-
lution (DE) algorithms, which are designed from the inspiration
of nature and have been used to optimize the antenna design
[27, 28]. In [29], GAs have been combined with interpolation
to design an ultrawide band ring monopole antenna. Also, in
[30], GAs have been used to design unconventional antenna sys-
tems for 5G-based stations. The proposed innovative method-
ological paradigm codesign the antenna elements and clustered
array to optimize the multiobjective antenna shape. Swarm opti-
mization has been applied in [31] to design a planar wideband
antenna array for millimeter-wave operation. The methods used
the optimized array configuration to suppress the sidelobe level
of the antenna array. Particle swarm optimization algorithm has
also been used to design a multiband patch antenna using ANN.
The fabricated antenna design from the optimized parameter has
shown good analogy between the measured and simulated results
[32]. Particle swarm optimization methods along with ANN has
been used in [33] to design custom-made fractal antennas. DE
algorithms have been used for antenna array design where large
unequally spaced planar arrays have been designed using a new
encoding mechanism that has achieved much lower sidelobe lev-
els. These optimization techniques were used for determining the
design parameters and optimizing the shape of the antenna for
the required frequency. For the optimal structure of the E-shaped
antenna, an efficient electromagnetic structure has been proposed
combining Kriging algorithms and DE to optimize the resonant
frequency [34].

These algorithms have shown many advantages and are more
efficient compared to traditional stochastic optimization algo-
rithms [35]. Similarly, ML algorithms has been combined with
other evolutionary algorithms like self-adaptive DE [27] and
wind driven optimization [36] to optimize the design of differ-
ent antenna to achieve optimized antenna design with minimum
computational cost and faster convergence rate.

Methodology

To compare the performance of different ML algorithms for
antenna design, we used three different approaches. In approach
1, (Figure 1) we analyzed our dataset with different individual ML
algorithms. In this experiment, all the datasets were divided into
(80/20) training and testing datasets. First, we analyze the perfor-
mance of the base model with the default hyperparameter values
of the ML algorithms. As the selection of the hyperparameters
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Figure 1. ML regression method.

of the ML models are important to increase the model perfor-
mance, we used Bayesian Optimization algorithms to tune the
model parameters. So, to determine the optimized hyperparameter
of the ML models, we implement Bayesian Optimization tech-
niques along with 10-fold cross validation (CV), integrated with
each of these ML models to tune selected hyperparameters on the
training dataset. We run the iterations 250 number of times. The
models with these optimal tuned hyperparameters were used to
test the performance on the testing dataset using different evalu-
ation metrics. The k-fold CV was used to ensure that the model is
not overfitted. Apart from the selected hyperparameters used for
optimization, all other parameters’ default value were used in the
experiments as described in the models’ algorithms. The details of
the tuned hyperparameters obtained from Bayesian Optimization
algorithms for each ML algorithm are provided in the section
Models used. For evaluation, two evaluation metrics were used
to compare and analyze the performance of the ML algorithms.
Among 10 different ML regression algorithms, the top 3 perform-
ers were used for ensemble methods in approach 3.

In approach 2, we apply the k-fold CV method in the entire
dataset to train and test the model. The entire dataset was divided
into k-folds, where k − 1 folds were used for training and the kth
fold was used for testing.The process was repeated for all the folds.
The results show the average scores and deviations after all the iter-
ations. We have selected 10 folds in our study.The objective of this
approach is to measure consistency in the model avoiding overfit-
ting or underfitting while training themodel and helps to show the
generalization patterns, robustness, and uniformity of the model
performance in the entire dataset. Figure 2 [37] shows the block
diagram for the k-fold CV method.

In approach 3, we used ensemble techniques of ML algo-
rithms to compare the performance. In this method, we used
the three best ML models obtained from approach 1 for each
of our three antennas. For our experiment, we selected three
antennas of different types: rectangular microstrip (Patch) antenna
(microstrip antenna), slot antenna (aperture antenna), and bowtie
antenna (log periodic antenna). Figure 3 shows the methodol-
ogy for the ensemble methods using three high-performance ML
models.

Dataset description

In our study, we have used three datasets, Dataset 1 for slot antenna,
Dataset 2 for microstrip patch antenna, and Dataset 3 for bowtie

Figure 2. K-fold cross validation method.

Figure 3. Ensemble method methodology with three high-performance ML models.

antenna to compare the performance of different ML algorithms.
Among these three datasets, dataset 1 of slot antenna [38] is a pub-
licly available dataset. The samples of dataset 2 of the microstrip
antenna and dataset 3 of the bowtie antenna are simulated and col-
lected usingMATLAB for experimental purposes. In our simulated
dataset, sample points were generated with all possible combina-
tions of the input parameters like the dimension of the antenna,
which increased at a fixed step size. The values of the antenna
strength (in dB) is extracted for these sample points for a fre-
quency range of step size 0.1 GHz. As most of the mobile services,
like Long-Term Evolution (LTE) and mid-band 5G, operate in
microwave frequency spectrum range from 1.5 to 3.5 GHz, we
selected this frequency range as our operation frequency in the
experiment.

Dataset 2 was simulated on a CPU using Ryzen 5700 U micro-
processor with 16 GB RAM. The system took around 3 hours to
generate the dataset. Dataset 3 was generated with the system hav-
ing Ryzen 1600C CPU with Nvidia RTX2060 super graphics card
with 16 GB RAM.The dataset was generated in about 30 minutes.
Simulating thesemodels is challenging and requires high computa-
tional cost and time, which can vary fromabout 15 seconds tomore
than few days, based on themodel specification [14].The proposed
approach can be applied to efficiently design the antenna using the
information learned from these generated data without the need to
simulate more to generate new data.

The details about the three datasets, including their features and
the collection process, are described below.

Dataset 1 – slot antenna
This dataset [38] is a publicly available dataset of slot antenna,
which consists of 1267 samples with five different features (slot
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Figure 4. Slot antenna.

Figure 5. Microstrip patch antenna.

length, slot width, patch length, patch width, and frequency) and
strength. The whole frequency range for the sample is between 1.5
and 3.5 GHz. Each parameter of the sample is increased by 0.5mm.
The signal strength of the antenna is simulated for each combina-
tion of input parameters. The slot length is from 0 to 85 mm; slot
width is from 0 to 115 mm; patch length is from 29.4 to 87 mm;
and patch width is from 26 to 130 mm.This dataset was created by

using HFSS software. Figure 4 [39] shows the general structure of
a slot antenna.

Dataset 2 – microstrip patch antenna
This dataset consists of 10,453 samples with three input design fea-
tures of patch antenna (patch length, patch width, and frequency).
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Figure 6. Planar bowtie antenna.

The total frequency range that we used for simulating the antenna
parameters in the design is also from 1.5 to 3.5 GHz. MATLAB
Simulink Antenna Toolbox was used to simulate the samples
to generate the output signal strength for all combinations of
input design parameters. The patch length and patch width were
increased by a step size of 0.01 mm, and frequency was increased
by 0.1 GHz. All other values were kept to their default value dur-
ing the simulation. Figure 5 [40] shows the general structure of the
microstrip patch antenna.

Dataset 3 – bowtie antenna
The bowtie antenna is a simple antenna where the antenna feed is
at the center of the antenna. This antenna is also called butterfly
antenna or a biconical antenna. The angle between the two metal
pieces (D) is dependent on the length andwidth of the antenna and
is calculated by the equation.

D = 2 × a tan (L/W) (1)

The bowtie antenna dataset consists of a total of 14,280 sam-
ples. This dataset also consists of three features (length, width,
and frequency) as a design parameter. This dataset was also gen-
erated usingMATLAB Simulink Antenna Toolbox.The length and
width of the bowtie antenna were varied by increasing by 0.01 mm
from 0 to a maximum value of 4 mm. The frequency also varied
from 0.1 GHz in a range from 1.5 to 3.5 GHz. For each combi-
nation of these inputs, the signal strength was simulated for the
bowtie antenna. All other parameters were kept to their default
value during simulation in MATLAB. Figure 6 [39] shows the
general structure of the bowtie antenna. Table 1 shows a detailed
comparison between these three datasets.

Models used

In our initial experiment, we used 10 commonly used ML regres-
sion algorithms, LR, stochastic gradient descent (SGD) regressor,
random forest (RF) regression, decision tree (DT) regressor, gradi-
ent boosting (GB), bagging regressor (BR), XGB regressor (XGB),
support vector regressor (SVR), MLP regressor (MLP), and K
Nearest Neighbors regressor (KNN). For uniform comparison, all
theMLmodels were trained with the same training data and tested
with the same testing data. We use ML regression models from
the scikit-learn python library with hyperparameter tuning using
Bayesian Optimization Algorithm for initial evaluation. The per-
formance of the model with tuned hyperparameter is compared

Table 1. Comparison of different parameters of three antenna datasets

Parameters
Slot antenna

dataset
Patch antenna

dataset

Bowtie
antenna
dataset

Frequency range 1−3.5 GHz 1.5−3.5 GHz 1.5−3.5 GHz

Number of
features

5 3 3

Number of
samples

1267 10,453 14,280

Software used HFSS MATLAB MATLAB

Length (min–max)
mm

Slot (0−85) 0.01−0.04 0.01–0.04

Patch
(29.40−87)

Width (min–max)
mm

Slot (0−115) 0.03−0.15 5–174

Patch (26−130)

Strength (min–
max)

(−34.53) to
(−0.1592)

(−30.772)
to (−0.044)

−40.56 to
0.000088)

with the base model with default parameter value. The parame-
ter of the base ML model is replaced with only those optimized
parameters which improved the performance on the testing data.
Themodels and its tuned hyperparameters used in the experiments
are listed below.

RF(n_estimators=8, max_depth=10, criterion= ‘squared_error’, min_
samples_split=0.0021, min_samples_leaf=0.0005, ma_features=’log2’)

DT(criterion=’squared_error’, max_features=’sqrt’, min_samples_
leaf=0.00106, min_samples_split=0.00088, splitter=’best’)

GB(criterion=’squared_error’, learning_rate=0.7, loss=’friedman_
mse’, n_estimators=140, max_depth=50, max_features=None, min_
samples_leaf=0.0144, min_samples_split=0.1808)

BR(n_estimators=70)
XGB(n_estimators= 1000, max_depth=5, eta=0.1)
KNN(n_neighbors=3, weights=distance, algorithm=’kd_tree’, leaf_

size=40).

Apart from the aforementioned, all other hyperparameters were
used with their default values. Also, for dataset 2 (patch antenna)
and dataset 3 (bowtie antenna), DT and RF were used with their
default hyperparameters as the optimization techniques did not
improve the model performance.

We used four ensemble methods that have been popular for
regression process. In each ensemble model, we used three high-
performance models determined from our preliminary study to
predict the output. The details of these four ensemble methods are
described below.

• Averaging method: In this method, the model returns the aver-
age of the prediction of the three best performing for each
antenna. This method reduces the variance, and the combined
results is better than the individual output.

• Stacking method: In this method, the whole dataset is divided
into training and testing dataset. The three high performing
ML models are trained individually on the training dataset as
base model. This trained model is used to predict on the testing
dataset.Then the predictions on the training data set are used as a
feature to build the newmeta-regressionmodel.This model uses
the training stacking features to train, and then the final model
is used to predict the output on the test dataset.
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Table 2. RMSE and R2 values for all the ML algorithms for all antennae

RMSE R2 value

ML model Slot antenna Microstrip patch antenna Bowtie antenna Slot antenna Microstrip patch antenna Bowtie antenna

Linear regression 2.271 3.22 3.05 0.330 0.43 0.35

SGD regressor 1.918e + 12 1.104e + 27 7.378e + 26 −4.77e + 23 −6.61e + 52 −3.79e + 52

Random forest 0.4087 0.1779 0.5959 0.9783 0.9983 0.9752

Decision tree 0.8627 0.2121 0.8978 0.9034 0.9975 0.9438

Gradient boosting 0.7484 0.6268 1.5182 0.9273 0.9786 0.8393

Bagging regressor 0.8485 0.1785 0.5889 0.9065 0.9983 0.9758

XGBRegressor 0.9831 0.1785 0.7712 0.8745 0.9983 0.9585

SVR 2.369 4.486 3.885 0.271 −0.091 −0.05249

MLP Regressor 2.336 3950.324 5.953 0.290 −8.46e + 5 −1.470

K Neighbors regressor 0.3752 1.3831 4.6664 0.9817 0.8962 −5180

• Blending method: In blending method, we split the dataset into
training, testing, and validation datasets.Then, we used the three
top-performing ML regression algorithms to train on the test-
ing dataset. The performance is tested on validation and test
datasets. Based on the predictions of the individual models, the

final model is built using the meta features. Then this model is
used for predicting the output and for performance analysis.

• Bagging method: In this method, the base model, XGBoost
regressormethod, is trained on bags, which are the subsets of the
dataset made to the size of the whole dataset with replacements.

Table 3. Scatter plot for all the ML algorithms for three antennas

Scatter plot for testing data

ML model Slot antenna Patch antenna Bowtie antenna

LR

SGD

RF

(Continued)
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Table 3. (Continued.)

Scatter plot for testing data

ML model Slot antenna Patch antenna Bowtie antenna
DT

GB

BR

XGB

SVR

MLP

(Continued)
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Table 3. (Continued.)

Scatter plot for testing data

ML model Slot antenna Patch antenna Bowtie antenna
KNN

Table 4. Mean score and standard deviation using CV methods

ML models
Cross validation (mean score) Cross validation: standard deviation

Slot antenna Patch antenna Bowtie antenna Slot antenna Patch antenna Bowtie antenna

LR −2.387 −3.136 −3.037 2.381 1.240 0.842

SGD −2.25e + 12 −8.86e + 26 −7.49e + 26 −2.19e + 12 5.62e + 26 4.51e + 26

RF −1.820 −0.565 −1.542 1.983 0.536 0.681

DT −2.062 −0.689 −1.559 2.171 0.617 0.691

GB −2.124 −0.934 −2.573 1.946 0.773 0.885

BR −1.807 −0.563 −1.545 1.890 0.523 0.687

XGB −1.868 −0.565 −1.615 2.182 0.534 0.714

SVR −2.05 −3.303 −3.743 2.162 3.041 1.130

MLP −2.575 −1215.05 1170.56 2.949 3597.624 1160.270

KNN −2.208 −3.2167 −4.442 2.154 2.990 1.696

Table 5. RMSE and R2 results for all the ensemble models for all our datasets

RMSE R2 value

Ensemble model Slot antenna Patch antenna Bowtie antenna Slot antenna Patch antenna Bowtie antenna

Average prediction method 0.3973 0.3475 0.6108 0.9794 0.9934 0.9739

Stacking method 0.4328 0.2149 0.6591 0.9756 0.9974 0.9697

Blending method 0.5475 0.1947 0.1855 0.9837 0.9979 0.9981

Bagging regressor as (base model XGBR) 0.9018 0.2753 0.7163 0.8944 0.9958 0.9642

These multiple bags that are created from the train dataset are
trained on the base model individually.The output coming from
all these experiments are combined to get the final output.

Evaluation metrics

To evaluate the performance of our ML models, we used two pop-
ular evaluation metrics: root mean square error (RMSE) score and
R-squared (R2 or coefficient of determination) score, to measure
themodel performance in our testing data. In both these evaluation
metrics, the target value is compared with the actual value to ana-
lyze the performance of the machine learning algorithms. RMSE
metrics tell us about the average distance between the predicted
and actual values and is calculated as:

RMSE = √∑ (Pi2 − Qi
2)2/n (2)

where ∑ is summation, Pi is the predicted value for ith observa-
tions,Qi is the observed value for the ith observations, andN is the
sample size.

R2 represents the proportion of the variance for a dependent
variable that is explained by an independent variable or variable
in a regression model. It measures how well the regression line
approximates the actual data. The variance can be calculated as

R2 = 1 −
sum squared regression (SSR)
total sumof square (SST) (3)

R2 = 1 −
∑n

i=1 (yi − ̂y)2

∑n
i=1 (yi − ̂̄y)

2 (4)

where yi = actual y value, ̂y = predicted y value, and ̂̄y = mean of
y value.
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Table 6. Scatter plot for all the ensemble ML algorithms for three antennas

Scatter plot for testing data

Ensemble model Slot antenna Patch antenna Bowtie antenna

Average prediction method

Stacking method

Blending method

Bagging regressor
method as (base
model XGBR)

Experiments/results

Our preliminary results show that there is a great possibility to
utilize machine learning algorithms to optimize the design of an
antenna. Table 2 shows the results for the RMSE score and R2 value
for differentML algorithms for all three antennae. For slot antenna,
RF, GB, and KNN have the top three performances with 0.4087,
0.7484, and 0.3752 RMSE values, respectively. Similarly, for the
microstrip patch antenna, RF, BR, and XGB are the top three per-
formers. Each has an R2 value of 99.83%. For the bowtie antenna,
RF with a 0.959, BR with 0.5889, and XGB with a 0.7712 RMSE
scores are the top three performers. For all antenna datasets, RF
is in the top three for all the antenna datasets. SGD regressor and
SVR have the lowest performance among all regression methods.
As we have used optimization techniques for selecting the optimal
hyperparameters for eachmodel, most of themodels’ performance
has improved, decreasing the RMSE scores.

Table 3 shows the scatter plot of the actual strength and pre-
dicted strength for different dimensions of different antennae for
different ML algorithms. From the figure, we can see that the
points are gathered near the regression line in RF, DT, GB, BR, and
XGB, which have higher performance and low RMSE score. This
shows that these ML models can correctly predict the strength of

an antenna based on the input dimension parameters. The point
is scattered far away from the regression line in other ML algo-
rithms.This shows that this model has not been able to learnmuch
from the training data and is not suitable for the prediction for
these kinds of dataset with these input features. These models may
improve the performance of the dataset with different features,
along with changing the model parameters for better prediction.

Table 4 provides the performance evaluation using 10-fold CV
methods. This table shows the average (mean score) of the RMSE
score and standard deviation of all 10 iterations. In the 10-fold
CV also, RF has shown great performance for slot antenna and
bowtie antenna, whereas XGBregressor has the highest perfor-
mance for the patch antenna. Also, apart from some scores, the CV
score is quite like the individual ML performance where we have
divided the whole dataset into training and testing datasets. This
also shows the uniformity of the model performance and removes
the overfitting of data while training the model.

Table 5 shows the RMSE score and R2 value for the four ensem-
ble methods which use the top three performers from approach 1.
For the analysis of slot antenna, we used RF, GB, and KNN regres-
sor models, whereas for patch antenna and bowtie antenna, we
used RF, BR, and XGB regressor as they are the top three highest
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performing models among all the ML models. Blending methods
has shown a very good performance in slot antenna (having an R2

value more than 98%). All the ensemble methods have shown a
comparable result in patch antenna, where R2 value is more than
99% in all the methods. Similarly, blending method has proved
to be better with more than 99% of R2 value for bowtie antenna
as compared to other ensemble methods. It shows that using
these methods, more than 99% of the variation in the predicted
values is accounted for by the input parameters of the antenna.
Also, looking at the performance of the patch antenna and bowtie
antenna as compared to the slot antenna, the number of data points
has shown great importance in the prediction performance. With
larger number of sample size in patch antenna and bowtie antenna
as compared to very small sample size in slot antenna, experi-
ment shows that increasing sample size can increase the prediction
accuracy. This may be because more sample points provide more
information about the data and therefore provide better estimation
results with higher probability of convergence while training the
model.

Table 6 shows the scatter plot using the ensemblemethods for all
three antennas. Apart from some outliers which are very far away
from the regression line, we can see that most of the points are
grouped near the regression line showing the accurate prediction
of the antenna strength as compared to the actual values from the
dataset.

Conclusion

In this paper, we presented the prediction of signal strength of three
types of antennas with different machine learning models. Three
datasets with various antenna parameters were used to optimize
the design process. The three types of antennas are slot antenna,
microstrip patch antenna, and bowtie antenna. The one dataset is
publicly available generated with HFSS software, and the other two
datasets are simulated ones with MATLAB software.

Among these algorithms, the top three regressor models for
antenna design are RF, GB, and KNN for slot antennas; RF, BR, and
XGB for patch antennas; and RF, BR, andXGB for bowtie antennas.
We conclude that these approaches can predict the strength of the
antennas accurately based on a set of different design parameters
in an insignificant amount of time, replacing the traditional meth-
ods which includesmultiple iterations and testing. By using the top
three performers, we implemented four types of ensemble models
for each type of antenna.The fourmethods for the ensemblemodes
are averaging, stagging, blending, and bagging. We conclude that
the ensemble methods give better results compared with the indi-
vidual ML algorithms. Overall, we have confirmed the robustness
of the selected ML models and approaches.

We have applied Bayesian Optimization algorithms to get the
optimized hyperparameters of the machine learning algorithms
in our research. As shown in our research, the quality of the
dataset also plays a critical role in the algorithm performance.
Building datasets with better features, including wider bandwidth
and finer antenna structure, either by simulation or from phys-
ical experiments, will be our future interest. Also, to investigate
more machine learning algorithms and possibly deep learning
algorithms like pyramidal deep neural network and convolutional
neural network into this and other types of advanced antennas.
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